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Abstract: The e-commerce industry’s rapid growth, accelerated by the COVID-19 pandemic, has led to an alarming increase in digital fraud and associated losses. To establish a healthy e-commerce ecosystem, robust cyber security and anti-fraud measures are crucial. However, research on fraud detection systems has struggled to keep pace due to limited real-world datasets. Advances in artificial intelligence, Machine Learning (ML), and cloud computing have revitalized research and applications in this domain. While ML and data mining techniques are popular in fraud detection, specific reviews focusing on their application in e-commerce platforms like eBay and Facebook are lacking depth. Existing reviews provide broad overviews but fail to grasp the intricacies of ML algorithms in the e-commerce context. To bridge this gap, our study conducts a systematic literature review using the Preferred Reporting Items for Systematic reviews and Meta-Analysis (PRISMA) methodology. We aim to explore the effectiveness of these techniques in fraud detection within digital marketplaces and the broader e-commerce landscape. Understanding the current state of the literature and emerging trends is crucial given the rising fraud incidents and associated costs. Through our investigation, we identify research opportunities and provide insights to industry stakeholders on key ML and data mining techniques for combating e-commerce fraud. Our paper examines the research on these techniques as published in the past decade. Employing the PRISMA approach, we conducted a content analysis of 101 publications, identifying research gaps, recent techniques, and highlighting the increasing utilization of artificial neural networks in fraud detection within the industry.
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1 Introduction

1.1 Background

The COVID-19 pandemic has accelerated the shift towards online communication and e-commerce platforms. Today, more people than ever before carry out everyday tasks online and at home, such as work, school, shopping, doctor’s appointments, and entertainment[1]. Noteworthy growth has especially been witnessed on e-commerce platforms, like Amazon, eBay, and the Facebook Marketplace, most of which has been fueled by reduced mobility for fear of contracting the virus.

As more people utilize digital devices and e-commerce platforms, cybercrimes and frauds have significantly increased[2], continuing the trend of costing the global economy billions of dollars and jeopardizing public safety[3].

Cybercrime and fraud cover a wide range of abhorrent behaviors, including extortion and blackmail,
denial of service, phishing, malware, fraudulent e-commerce, romance scams, and tech support scams\textsuperscript{[2]}. Additionally, credit card theft, money laundering, and fraudulent financial transactions are widespread in the digital age\textsuperscript{[2–4]}. These actions have a negative impact on businesses and clients, posing serious risks to their finances, reputations, and mental health.

According to a recent analysis by Juniper Research, losses related to online payments on e-commerce platforms are growing at a staggering rate of 18 percent annually\textsuperscript{[5]}. This highlights the critical importance of studying this area to inform fraud detection or prevention strategies to slow down the upward trend.

Frequently, current strategies are unable to keep up with fraudsters, who are constantly adapting and changing their methods to exploit the platforms\textsuperscript{[6]}. What is more, low research and development efforts fueled by a lack of practical data and the need for businesses to protect their platform vulnerabilities further exacerbate the issue. For example, it makes no sense to describe fraud detection or prevention methods in the open since doing so would arm fraudsters with the knowledge they need to avoid detection\textsuperscript{[1]}. In literature, addressing fraud of any kind can take two forms: (1) Prevention, which refers to steps taken to avert the occurrence of the acts in the first place. This includes intricate designs, personal identity numbers, internet security for online interactions with digital platforms, and passwords and authentication mechanisms for computers and mobile devices\textsuperscript{[7]}. Prevention techniques are not perfect; frequently, a trade-off between cost (for the business) and discomfort (for the customer) must be made. (2) On the other hand, detection entails recognizing fraudulent acts as soon as they occur\textsuperscript{[7]}. When prevention fails, detection becomes material. For example, we can prevent credit card fraud by protecting our cards insidiously, but if the card information is stolen, we must notice the fraud as soon as possible\textsuperscript{[8]}. Since neither form above is perfect in reducing the risks and effects of fraud, production systems often consider a combination of the two to combat fraud. In this review, we limit our focus to detection systems.

There are two schools of thought regarding fraud detection systems. The first is in favor of statistical and computational methods, and researchers in this area include Refs. [6–8]. To identify fraud, this way of thinking applies statistical tools, including ML algorithms. Typically, labeled data are used to train classifiers to distinguish between the two classes (fraudulent and non-fraudulent). This implementation feeds classifiers information from user profiles, including transaction values, day of the week, item category, age, gender, and geographic location. Those who argue against statistical and computational methods claim that these features are easy for sophisticated fraudsters to fabricate\textsuperscript{[9]}. Irani, Pu, and Webb\textsuperscript{[10, 11]} believe that once fraudsters discover that authorities have picked up on their jargon, they can avoid keyword traps by switching to new expressions. Network analysis is advocated by the second school of thought as an alternative approach to creating fraud detection features\textsuperscript{[9, 12]}. In order to derive graph-theoretical variables or scores that specifically characterize nodes of fraud, the concept makes use of the connectedness between the nodes, which are often users or items in a dataset. The theory underlying identification strategies is that abnormal users display connection patterns that are different from those of typical users\textsuperscript{[9]}. In our review, we focus on the first school of thought.

E-commerce platforms have intricate design architectures and multiple points of vulnerability (explored later in Section 4), which fraudsters and attackers could use against them. In Figs. 1 and 2, we illustrate a commonly used e-commerce/marketplace architecture in the industry to illustrate the complexity of these platforms. At a high level, an e-commerce platform comprises three layers, as shown in Fig. 1. (1) The presentation layer, which is the part that is presented to the customer. It is the user interface and communication part of the architecture, where the customer interacts with the website on the front end and the application collects data and processes requests on the back end; (2) The business layer, also known as the application or service layer, uses business logic, a specific set of business rules, to gather and process information. It can also delete, add, or change information in the data layer; (3) The data layer, which is also known as the database layer, is the final layer and is used for storing data and processing requests. In light of this complex design, we posit that the statistical and computational approach (application of ML and data mining techniques) is best suited for combating fraud on these platforms. Figure 2 not only shows the detailed connections between the tiers presented in Fig. 1, but also includes third-party connections that...
offer ancillary services on the e-commerce platform.

1.2 Problem statement

Machine learning and data mining techniques have become popular in fraud detection across many domains[13], partly explained by the rapid development of artificial intelligence and the availability of affordable cloud computing technology. A review specifically concentrating on the use of these methods on e-commerce platforms like eBay and Facebook has not been published, though. What we observe is that past reviews frequently use a broad brush to describe all methodologies and domains, for example, reviews by Refs. [6, 14]. Such high-level coverage fails to produce a nuanced understanding of machine learning algorithms and their applications in the e-commerce domain.

On the other hand, the majority of the specific fraud literature reviews, like: Refs. [15–19] only cover the financial domain, such as credit card fraud. What is more, a large number of these articles do not employ systematic literature review methodology to support replication[20].

In this work, we acknowledge these gaps and propose a systematic literature review using the Preferred Reporting Items for Systematic reviews and Meta-Analysis (PRISMA) methodology[21] to examine the use and application of machine learning and data mining techniques for fraud detection on digital marketplaces or in the e-commerce domain. This is a crucial area given the soaring trends in fraud incidents and their associated costs[22]. Understanding the current literature and trends is essential to identifying new research opportunities as well as informing the industry on the main machine learning and data mining techniques for fraud detection in this area.

To accomplish this work, we answer four research questions as described in Section 3.1. From our methodology and corpus, we contribute to the state-of-the-art as follows:

1) Provide an array of machine learning and data mining techniques used for fraud detection on digital marketplaces or e-commerce domains in the last decade.

2) Highlight gaps, trends, and future research directions on the application of machine learning and

---

**Fig. 1** High-level diagram of an e-commerce platform design architecture.

**Fig. 2** Detailed-level diagram of an e-commerce platform design architecture.
data mining techniques for fraud detection in the digital marketplace or e-commerce domain.

The remainder of this paper is organized as follows: In Section 2, we present related research. In Section 3, we present the PRISMA methodology used to compile research articles from the literature. Our literature corpus is examined in Section 4 in light of the study’s research questions. In Section 5, we go over the key findings and open issues. Finally, we reach a conclusion in Section 6.

2 Related Work

Reviews of general fraud detection have recently been written and published in the literature. A general review of articles on automated detection techniques (supervised, unsupervised, and hybrid) from the previous ten years is published by Unam et al.\[23]\]. The authors of that review formalize the major fraud types and subtypes for a wide range of industries while presenting alternative information and solutions for each. Amir and Hamid\[24]\ conducted yet another general review of articles related to fraud detection. The researchers outline five common fraud types, including credit card fraud, telecom fraud, fraud involving health insurance, fraud involving auto insurance, and fraud involving online auctions. Their work does not employ a systematic review methodology, and the review period is from 1994 to 2014.

Reviews of a particular domain are also included in the literature. Adewumi and Akinyelu\[25]\ used the Kitchenham approach to conduct a systematic review of the financial fraud field between 2010 and 2021. Their focus is on the use of machine learning techniques in the detection of financial fraud. Ahmed et al.’s\[18]\ review of anomaly detection methods for fraud detection is yet another review in the financial domain.

The type of fraud that receives the most reviews is credit card fraud. Reviewing credit card fraud, highlighting misuses of supervised and unsupervised techniques, and offering advice for new researchers are among Sorournejad. et al.’s\[26]\ highlights.

Techniques for data mining are the focus of another group of reviews. For instance, Pourhabibi et al.\[15]\ explored the interdependency between various data objects with a focus on graph-based anomaly detection. Reviewing data mining techniques with an emphasis on machine learning classification methods, Aziz and Ghaus\[27]\ provided another review in this area.

In Table 1, we provide a list of the articles we consider related to our work. We develop this list by instantiating our search based on three well-known articles in this fraud domain\[6, 8, 37]\ and snowballing to similar articles. We prioritize the list on the basis that an article covers fraud in e-commerce or a related domain.

According to the results, there are no studies that

<table>
<thead>
<tr>
<th>Article</th>
<th>Year</th>
<th>Coverage</th>
<th>Review type</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>[28]</td>
<td>2016</td>
<td>–</td>
<td>Unknown</td>
<td>Online fraud</td>
</tr>
<tr>
<td>[18]</td>
<td>2016</td>
<td>–</td>
<td>Unknown</td>
<td>Financial fraud</td>
</tr>
<tr>
<td>[26]</td>
<td>2016</td>
<td>–</td>
<td>Unknown</td>
<td>Credit card fraud</td>
</tr>
<tr>
<td>[29]</td>
<td>2017</td>
<td>–</td>
<td>Systematic literature review</td>
<td>Credit card fraud using ML</td>
</tr>
<tr>
<td>[31]</td>
<td>2018</td>
<td>–</td>
<td>Unknown</td>
<td>Credit card fraud in e-commerce</td>
</tr>
<tr>
<td>[14]</td>
<td>2020</td>
<td>–</td>
<td>Systematic literature review</td>
<td>General fraud with graph-based anomaly detection</td>
</tr>
<tr>
<td>[32]</td>
<td>2021</td>
<td>–</td>
<td>Unknown</td>
<td>Credit card fraud with ML</td>
</tr>
<tr>
<td>[33]</td>
<td>2021</td>
<td>–</td>
<td>Systematic literature review</td>
<td>E-commerce</td>
</tr>
<tr>
<td>[34]</td>
<td>2021</td>
<td>–</td>
<td>Unknown</td>
<td>E-commerce</td>
</tr>
<tr>
<td>[35]</td>
<td>2021</td>
<td>–</td>
<td>Systematic literature review</td>
<td>E-commerce fake reviews</td>
</tr>
<tr>
<td>[36]</td>
<td>2021</td>
<td>–</td>
<td>Unknown</td>
<td>Credit card fraud</td>
</tr>
<tr>
<td>[20]</td>
<td>2022</td>
<td>–</td>
<td>Systematic literature review</td>
<td>e-commerce (detection and prevention)</td>
</tr>
</tbody>
</table>
concentrate on fraud detection using machine learning or data mining techniques on digital marketplaces or e-commerce platforms. In the few places where e-commerce is mentioned in the domain column, the focus is on common fraud types, and little to no attention is paid to the fraud detection methods used. Additionally, the majority of the surveys do not apply a systematic literature review methodology. Our study’s main goal is to fill in these gaps.

3 Research Method

We adopt the PRISMA approach\(^{[21]}\) to search and select articles in the scope of fraud detection in e-commerce or digital marketplaces based on machine learning or data mining techniques. The PRISMA approach generates high-quality results and supports reproducibility. It is structured in a manner that allows the identification and summarization of problems (domains), techniques, and methods used to solve the problem. The implementation of this approach follows a checklist of title, abstract, introduction, methods, results, discussion, and funding. In this structure, the title and abstract are constructed to achieve comparable objectives to any other approach, but the introduction must provide the rationale for the review and the questions to be addressed. Study characteristics, information sources, search strategy, including limits, statement process for selected studies, eligibility criteria, data collection, and data items are specified in the methods section\(^{[21]}\). The discussion involves a summary of the findings, a discussion of the limitations, and a general conclusion of the results and future work.

Systematic reviews give researchers and practitioners, who would otherwise be overwhelmed by the volume of research on a given topic, a rigorous mechanism upon which to base their decisions. There is a wide variety of literature review approaches for all kinds of topics and disciplines. In our approach, we take the following steps: (1) topic definition; (2) research question formulation; (3) keyword identification; (4) identification and search of electronic paper repositories; (5) publication assessment; (6) data acquisition and cleaning; (7)–(9) testing and revising publication; (10) production and revision of summary tables and figures; (11) draft methods; (12) and (13) evaluation and draft of key results; (14) introduction draft, abstract, and references; (15) paper revision. During the initial stages, we apply guidelines from Petticrew and Roberts\(^{[38]}\) on how to scope Systematic Literature Review (SLR), avoid possible biases, and synthesize the results.

3.1 Research questions

Understanding the literature on the use of machine learning and data mining techniques for fraud detection on e-commerce or digital marketplace platforms is the primary goal of this research. Our Research Question three (RQ3) ultimately encapsulates this, but in order to accomplish this successfully, we first use Research Questions one and two (RQ1 and RQ2) to establish the context. These inquiries help us understand the design architecture of e-commerce platforms and contextualize major vulnerabilities discovered therein as well as related frauds. Finding research gaps, trends, and opportunities for further research in the field is the goal of our last research question. Below, we list our research questions.

- RQ1: What are the common vulnerabilities on e-commerce platforms?
- RQ2: What are the common frauds in the marketplace or e-commerce domain?
- RQ3: What are the commonly used machine learning and data mining techniques for fraud detection on digital marketplaces or e-commerce platforms, and what does good performance of these techniques look like?
- RQ4: What are the research gaps, trends, and opportunities for future research in this area?

3.2 Data and search strategy

By extracting potential search terms from the titles, abstracts, and subject indexing of three pertinent publications\(^{[17, 23, 24]}\), we develop an initial search strategy. We use its results to expand the list of keywords and restrict it to only English-language articles in order to further hone this strategy. We then test the validity of our search strategy by checking whether it could retrieve the three known relevant studies and two more studies referenced in Ref. [17]. All the five studies are successfully identified by the strategy. A group of peer reviewers approves the final search strategy.

Using an iterative search approach, we look for publications within our search period (2010–2023) that have the following keywords in their title or abstract: e-commerce, fraud detection, machine learning, systematic review, organized retail fraud, data mining,
and digital marketplace. We display the iterative approach in the workflow diagram shown in Fig. 3. To reduce the amount of noise in the results, our search strategy employs the search logics “AND”, “OR”, “LIMIT TO”, and “EXCLUDE”.

3.3 Publications Repositories

We focus our search on three international digital repositories: Scopus, Web of Science (WoS), and Google Scholar, which together hold the majority of global scientific research. The initial search query in each repository yields a wide range of publications in a multidisciplinary setting covering, among other things, computer science, engineering, decision science, mathematics, energy, physics, and astronomy. We approach our search with the knowledge that the coverage, accuracy, and access fees of these digital repositories vary. For instance, Scopus and Web of Science overlap in two out of three instances [39], with Scopus offering 20 percent more coverage than Web of Science [40]. Depending on the search terms, Google Scholar frequently provides inaccurate and inconsistent results. Additionally, many of its articles are subpar and out of date (Falagas et al. [40]). Therefore, it helps to think of a way to minimize noise and duplicates in the combined search results. To this end, we apply the inclusion and exclusion criteria defined in Table 2 to meet that need.

3.4 PRISMA flow diagram

We use the flow diagram shown in Fig. 4 to illustrate how we apply our inclusion and exclusion criteria to narrow down the most relevant articles for our literature search.

Three hundred and sixty-six articles total in the combined search results are reduced to three hundred and thirty-five after duplicates are eliminated. The first step of our exclusion criteria is when EF1 eliminates three papers written in a language other than English. Our exclusion criterion, EF2, eliminates twenty-six papers in the second step that come from interdisciplinary fields like medicine. EF3 and EF4 eliminate a combined total of two hundred and nine publications, leaving us with one hundred and one

Fig. 3 Iterative search strategy and SLR process workflow diagram.

Table 2 Inclusion and exclusion criteria used to denoise search results from the electronic repositories.

<table>
<thead>
<tr>
<th>Inclusion Filter (IF)</th>
<th>Exclusion Filter (EF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF1: Articles within the study period (2010–2022)</td>
<td>EF1: Articles not published in English</td>
</tr>
<tr>
<td>IF2: Articles that focus on fraud detection on fraud</td>
<td>EF2: Articles in unrelated disciplines, e.g., medicine</td>
</tr>
<tr>
<td>detection on e-commerce platforms</td>
<td></td>
</tr>
<tr>
<td>IF3: Peer reviewed articles</td>
<td>EF3: Articles that are in the form of lecture notes, short</td>
</tr>
<tr>
<td></td>
<td>papers, posters and book chapters, thesis or dissertations,</td>
</tr>
<tr>
<td>IF4: Journal and conference papers</td>
<td>reviews, and survey articles</td>
</tr>
<tr>
<td></td>
<td>EF4: Articles that do not focus on fraud detection, ML,</td>
</tr>
<tr>
<td></td>
<td>data mining on e-commerce</td>
</tr>
</tbody>
</table>
papers for our final corpus.

Figure 5 displays the total number of publications over the years of our study period, broken down by article type, conference paper, and journal article. Between 2010 and 2018, there were very few articles published on the topic of e-commerce fraud detection using machine learning and data mining techniques. However, 2019 and later years see more articles published with an almost equal split between the two document types, except for 2020, where the number of conference articles is more than double that of journal articles.

### 3.5 Bibliographic analysis context

For our exploratory work, we use a bibliometric analysis approach to identify the authors of the research articles, their citations, geographic breakdown, and high-level content of their articles. In the end, this exercise aids in our continued refinement of the articles we choose to use to answer our research questions.

#### 3.5.1 Bibliometric analysis

From the combined search results, we create a CSV file that includes the following fields: authors, author(s) ID, title, year, source title, publisher, country, field, ranking, volume, issue, article number, cited by, DOI, link, affiliations, country affiliation, authors with affiliations, abstract, author keywords, index keywords, tradenames, manufacturers, references, correspondence, address, editors, sponsors, publisher, conference name, conference date, conference location, conference code, ISSN, ISBN, CODEN, PubMed ID, language of original document, abbreviated source title, document type, publication stage, open access, source EID. We perform our analysis using VOSviewer[41] as the analysis software and the CSV as the input. This tool enables the creation of bibliometric networks of scientific publications, authors, institutions, and keywords. Co-authorship, co-occurrence, citations, bibliometric coupling, or co-citation links are used to connect the items in these networks[42]. In our analysis, we identify a number of network properties, including clusters and node centrality. These analyses highlight recurring themes in the publications that serve as the basis for our state-of-the-art analysis and discussion.

#### 3.5.2 Constructing bibliometric networks

Building bibliometric networks can be done in a variety of ways, but in this case, we concentrate on two methods: full counting and fractional counting[42]. The
article mentioned above provides a detailed analysis of the two approaches, including mathematical formulation, but the following co-authorship network example highlights the key distinctions between the two examples quickly. Take four authors (R1, R2, R3, and R4), and three documents (P1, P2, and P3), as shown in Fig. 6a. P1 is authored by R1, R2, and R3, P2 is authored by R1 and R3, and P3 is authored by R2 and R4. As shown in Fig. 6b, the networks created using full and fractional counting can be visualized. The assignment of the strength of the links is the primary distinction between the two strategies.

In the full counting network, the link between R1 and R3 has a strength of 2, indicating that authors 1 and 3 collaborated on the creation of publications P1 and P2. The associated authors of the other links have co-authored one publication and have a strength of 1.

Fractional counting is used to lessen the impact of publications with numerous co-authors. The total number of authors of each co-authored publication, as well as the number of documents each author has co-authored, determines the strength of the co-authorship link in fractional counting between two authors. This logic results in a link strength of \( \frac{1}{n} \) for each co-authorship link in the scenario where an author co-authored a work with \( n \) other authors. The strength of the \( n \) co-authorship links as a whole is then equal to 1. This is distinct from the full counting case, where each of the \( n \)-co-authorship links has a total strength of \( n^{[41]} \).

The aforementioned illustration, which was taken from Ref. [42], applies to instances of keyword co-occurrence, bibliographic coupling, and co-citation links. The units of analysis could be researchers, research institutions, countries, and journals.

When the final SLR data is passed on to the VOSviewer software viewer, natural language processing algorithms take over to identify and select terms based on the following steps: (1) removal of copyright statements; (2) sentence detection; (3) part-of-speech tagging; (4) noun phrase identification; and (5) noun phrase unification. The results emitted by the algorithms above yield noun phrases identified from the titles and abstracts of the publications used. Phrases are selected from this list by setting certain preferences, such as the minimum number of occurrences and relevance score and excluding specific terms that do not add new information to thin the overall phrase population to only what is important\(^{[41]}\). In our case, we use the fractional counting approach, which gives equal weight to all units, as recommended by Ref. [42].

### 3.6 Bibliometric network analysis results

The example above was for co-authorship networks, but the same idea can be used for bibliometric coupling networks (with documents, sources, authors, organizations, and countries as units of analysis), co-citation networks (with cited references, cited sources, and cited authors as units of analysis), keyword co-occurrence networks (with author keywords and index keywords as units of analysis), and citation networks (with documents, sources, authors, organizations, and countries as units of analysis). We provide co-authorship, co-citation, and keyword co-occurrence network results below.

#### 3.6.1 Co-authorship networks

As our two units of analysis, we select the country and the researcher. We also set the minimum number of documents co-authored between two countries to two and the minimum number of documents by an author to two as well. In both cases, we ignore documents co-

![Fig. 6](image-url)
authored by more than 25 countries or researchers. We find that five out of 25 countries and four out of 254 authors meet these thresholds. For each of the five countries and four authors, we calculate the total strength of the co-authorship links. China and the United States have strong co-authorship links, while researchers Carta S. and Saia R. have the strongest co-authorship links. The details of our co-authorship networks based on country and researcher are summarized in Tables 3 and 4, respectively.

In summary, our co-authorship networks portray that, in this domain, collaboration between researchers and across countries is low. This result could perhaps be explained by the sensitivity surrounding fraud data.

In Table 5, we observe that India leads in the authorship of research articles in this domain. China ranks second and the USA, Italy and Iran hold the third place in article authorship.

### 3.6.2 Co-citation networks

In a co-citation network analysis of researchers, the relatedness of researchers is determined based on the degree to which they are cited in the same publications. The more often researchers are cited in the same publications, the stronger their relatedness. We conduct co-citation networks for the cited reference, cited source, and cited authors. Setting the minimum number of citations for a cited reference to 3, we find that 87 of the cited references meet this threshold. We calculate the total link strength for each of the 87 references and select those with the greatest link strength, as shown in Table 6. Articles written by Refs. [43–46] show strong linkages in our co-citation networks.

### 3.6.3 Keywords co-occurrence networks

A crucial puzzle piece is the co-occurrence of keywords. It helps us understand the research themes of our search results as well as confirms the accuracy of our search criteria. For our context, we analyze the data using two units: all keywords and the author’s keywords. 34 out of 593 keywords meet the criteria when the minimum number of instances for all keywords is set to 5. We determine the overall strength of the co-occurrence links between each of the 34 keywords and choose the ones that have the strongest links. Similar steps are taken for the author’s keywords, and we discover that thirteen out of 251 keywords meet the necessary threshold and that seven out of the 13 have excellent link strength. We summarize the results of the keyword co-occurrence networks in Tables 7 and 8 below.

The most prominent topic in this area is credit card fraud detection, and the most widely used machine learning techniques are decision trees, random forests, and logistic regression. The frequency of keyword co-occurrences in our corpus is demonstrated in Fig. 7 below.

### 4 Detailed Analysis and Results from Corpus

To address each research question posed in Section 3.1, we present the findings of our analysis of the literature corpus in this section.

#### 4.1 RQ1: What are the common vulnerability areas in the marketplace or e-commerce domain?

Our corpus surfaces key vulnerabilities on e-commerce platforms, as shown in the architecture diagram for e-commerce systems in Fig. 8. We describe each one of them in subsequent subsections.
Certificate duplicity

Users must authenticate themselves by providing their credentials to web hosts in order to use an e-commerce platform. In exchange, users are given an authentication credential as proof of certification. Once the user has received authentication, they can access the service. The authentication certificate’s issuance procedure is managed by an Identity Management Service (IMS). It is possible to generate a duplicate certificate or forge one and issue it to the web server instead of the original user, bypassing identity authentication to grant access to the service. Attackers or fraudsters could take advantage of this vulnerability to place unauthorized orders for goods or make unauthorized purchases.

4.1.2 Unsecure protocol

“Man-in-the-middle” attacks, in which attackers or fraudsters establish a connection with message transmitters and receivers, could take advantage of this vulnerability. In this instance, attackers create the impression that the sender and the receiver are speaking directly to one another by relaying messages between them. The assailant can easily encode the communication and use it to commit heinous fraud.

4.1.3 No filters mentioned on the application level

An implementation of security code known as a filter is used in web applications to intercept, examine, and respond to requests made to those applications. Without a filter at the application level, a hacker or fraudster may be able to send malicious code through

### Table 6  Topmost cited articles ranked on total link strength and illustration of the methods and domains covered in the articles.

<table>
<thead>
<tr>
<th>Cited reference</th>
<th>Title</th>
<th>Method</th>
<th>Fraud domain</th>
<th>Number of citations</th>
<th>Total link strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>[43]</td>
<td>A blockchain, smart contract and data mining based approach toward the betterment of e-commerce</td>
<td>Rule-based methods</td>
<td>Phishing</td>
<td>216</td>
<td>18</td>
</tr>
<tr>
<td>[44]</td>
<td>A hybrid machine learning framework for e-commerce fraud detection</td>
<td>Artificial Neural Networks (ANNs), decision trees, and copula Bank/payments models</td>
<td>E-payments</td>
<td>120</td>
<td>15</td>
</tr>
<tr>
<td>[45]</td>
<td>A machine learning based credit card fraud detection using the GA algorithm for feature selection</td>
<td>Genetic algorithm, decision trees, random forest, Naïve Bayes, and logistic regression</td>
<td>Credit card</td>
<td>80</td>
<td>13</td>
</tr>
<tr>
<td>[46]</td>
<td>A proposed fraud detection model based on e-payments attributes a case study in Egyptian e-payment gateway</td>
<td>Decision trees</td>
<td>E-payments</td>
<td>79</td>
<td>13</td>
</tr>
<tr>
<td>[47]</td>
<td>A study on fraud detection in the C2C used trade market using Doc2vec</td>
<td>Natural language processing (Doc2Vec) and random forest</td>
<td>E-payments</td>
<td>68</td>
<td>10</td>
</tr>
<tr>
<td>[48]</td>
<td>Account takeover detection on e-commerce platforms</td>
<td>ANN</td>
<td>Account take-over</td>
<td>63</td>
<td>8</td>
</tr>
<tr>
<td>[49]</td>
<td>An analysis on fraud detection in credit card transactions using machine learning techniques</td>
<td>Decision trees, random forest, KNN, and logistic regression</td>
<td>Credit card</td>
<td>59</td>
<td>7</td>
</tr>
<tr>
<td>[50]</td>
<td>An innovative sensing machine learning technique to detect credit card frauds in wireless communications</td>
<td>Support Vector Machine (SVM)</td>
<td>Credit card</td>
<td>54</td>
<td>6</td>
</tr>
<tr>
<td>[51]</td>
<td>Analysis of supervised machine learning algorithms in the context of fraud detection</td>
<td>SVM, logistic regression, and imbalanced learning</td>
<td>Credit card</td>
<td>51</td>
<td>5</td>
</tr>
</tbody>
</table>

### Table 7  Top keywords of all keywords.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Total link strength</th>
<th>Number of occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crime</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>Fraud detection</td>
<td>43</td>
<td>52</td>
</tr>
<tr>
<td>Machine learning</td>
<td>37</td>
<td>37</td>
</tr>
<tr>
<td>Electronic commerce</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>Decision trees</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Credit card fraud detection</td>
<td>19</td>
<td>19</td>
</tr>
</tbody>
</table>

### Table 8  Top author’s keywords.

<table>
<thead>
<tr>
<th>Author’s keyword</th>
<th>Total link strength</th>
<th>Number of occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fraud detection</td>
<td>29</td>
<td>44</td>
</tr>
<tr>
<td>Machine learning</td>
<td>22</td>
<td>24</td>
</tr>
<tr>
<td>E-commerce</td>
<td>11</td>
<td>14</td>
</tr>
<tr>
<td>Credit card fraud</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>Classification</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Random forest</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>
the web application and carry out actions such as cross-site scripting and local or remote file inclusion, among other things. Such actions could potentially lead to fraud.

4.1.4 Denial of service

A vulnerability can be exploited to make the e-commerce system unavailable to its intended users. This vulnerability can be leveraged by fraudsters targeting e-commerce traffic by rendering services unavailable to gullible consumers.

4.1.5 Unsecure database

The database is maintained on the same server in most e-commerce models without passing through additional security barriers. Such a flaw could be used by fraudsters to insert malware into the database, cause
important data leaks, and launch a variety of fraud schemes.

4.2 RQ2: What are the most common e-commerce frauds?

On e-commerce platforms, fraudsters use vulnerabilities known to them to wedge attacks and commit fraud. Once the weaknesses are clearly understood, countermeasures can be created to lessen the risk of fraud and combat its effects. In this question, we use our corpus to highlight significant e-commerce frauds and the solutions researchers have suggested. Our corpus reveals five types of fraud that can be thwarted using machine learning and data mining techniques. These include financial or payment frauds, web application frauds, spam or phishing frauds, triangulation frauds, and bot frauds. Figure 9 demonstrates where these frauds take place on the e-commerce platform, while Fig. 10 shows the share of articles within our corpus addressing each fraud type.

4.2.1 Financial frauds or payment frauds

This type of fraud is the most prevalent on e-commerce platforms and has existed since the beginning of businesses’ shift from physical to online locations.
Using financial or payment information obtained through the exploitation of the aforementioned vulnerabilities, fraudsters frequently carry out unauthorized transactions. In our work, we do not address the architecture of the online payment process or the classification of the sub-fraud types under financial frauds, but Ref. [20] provides a detailed illustration of the components related to e-commerce payments. Our work provides a high-level illustration of platform frauds and vulnerabilities (see Figs. 8 and 9). According to our research, there are three main types of financial or payment fraud: online transactions, bank payments, and credit card transactions. With 87 percent of the articles in the corpus focusing on it, credit card fraud is the most prevalent category. This is not surprising given that credit cards have become the most common form of payment used for shopping on e-commerce platforms.

Bank payment fraud comes in second with about 10 percent of the articles, and online transaction fraud is ranked as the third subcategory with 3 percent of the articles, see Fig. 11 for this breakdown. Due to the sheer volume of articles in this category, we will not list them all, but a few stand out, such as Ref. [53], who suggests a machine learning-based credit fraud detection engine using a genetic algorithm for feature selection. The authors use a data set generated from European market card holders to test the performance of their engine. A study by Ref. [54] proposes a deep learning-based algorithm for credit card fraud detection dubbed Multi-Class Neural Network (MCNN). This method incorporates a class rebalancing mechanism to deal with the class imbalance problem that often appears in fraud data sets. Another study in this domain addresses bank payment fraud by taking the initial detection problem and transforming it into a pseudo-recommendation problem, which is then solved using a ranking metric embedding-based method. This approach solves the data scarcity issue often encountered in situations where historical fraudulent behaviors are nonexistent for certain individuals by leveraging collaborative filtering techniques to create similarity profiles between individuals. In summary, there are more than 63 articles covering this category.

### 4.2.2 Web application fraud

This is the second-largest (20 percent) type of fraud addressed by articles in our literature. Fraudsters in this category exploit poorly developed e-commerce websites (front-end) to defraud unsuspecting shoppers. Common fraud activities in this type of fraud include fake transactions and gift card fraud[55]. In this category, researchers employ both machine learning and data mining techniques for detection. Reference [56] addresses the reduplication of accounts by users who seek to get more coupons or promotions fraudulently. This is a well-known type of abuse that bad consumers use and can lead to huge losses for companies as well as misleading user information. The researchers in this study use data mining techniques like J48 to detect promo misuse based on customer profiles. Another study by Ref. [57] proposes an unsupervised learning method based on a finite mixture model to identify pricing frauds on e-commerce web sites. A final study worth mentioning is by Ref. [58]. These researchers focus on detecting fictitious account registrations using Long Short-Term Memory (LSTM) and applying Synthetic Minority OverSampling Technique (SMOTE) and adaptive synthetic sampling (ADASYN) for class imbalance treatment. The remaining articles in this category are shown in Table 9.

### Methods used by paper:

<table>
<thead>
<tr>
<th>Method</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>20</td>
</tr>
<tr>
<td>Decision tree</td>
<td>15</td>
</tr>
<tr>
<td>Random forest</td>
<td>10</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>5</td>
</tr>
<tr>
<td>SVM</td>
<td>3</td>
</tr>
<tr>
<td>ANN</td>
<td>2</td>
</tr>
<tr>
<td>K-nearest neighbor</td>
<td>1</td>
</tr>
<tr>
<td>Boosting algorithms</td>
<td>1</td>
</tr>
<tr>
<td>Others</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 11 Evolution of use machine learning and data mining techniques for e-commerce fraud detection over the years.
Phishing is a type of fraud to gain access to a user’s credentials to defraud the user or connected services, for example, e-commerce platforms and online merchants. There are numerous tools used by phishers to lure users into traps (unsecure sites) where their sensitive information, like e-commerce account login credentials, payment passwords, home addresses, and birthdays, among others, is exposed. Emails and fake websites are good examples of such tools. Emails are a key marketing channel for e-commerce platforms, and fraudsters can exploit them to obtain customer details. Spam emails with links to fake e-commerce platforms and products are commonplace.

Spam/Phishing fraud

Phishing is a type of fraud to gain access to a user’s credentials to defraud the user or connected services, for example, e-commerce platforms and online merchants. There are numerous tools used by phishers to lure users into traps (unsecure sites) where their sensitive information, like e-commerce account login credentials, payment passwords, home addresses, and birthdays, among others, is exposed. Emails and fake websites are good examples of such tools. Emails are a key marketing channel for e-commerce platforms, and fraudsters can exploit them to obtain customer details. Spam emails with links to fake e-commerce platforms and products are commonplace. We find seven articles in our literature corpus focused on spam or phishing detection, making it the third highest ranked category after financial and web application frauds. These articles are almost evenly split, with three of them looking at data mining techniques and the rest applying machine learning methods. Reference [59] proposed a data-driven framework for detecting phishing webpages using a deep learning approach. The researchers use a multi-layer perceptron (a feed-forward neural network). They use a public data set from Kaggle competition data that contains information about ten thousand web pages. Their proposed method uses ten features and achieves an accuracy of 95 percent on the training data set and 93 percent on the test data set. Another study by Ref. [60] proposed a stacking model to detect phishing websites. Researchers localize their solution to the Iranian e-banking system by identifying influential features of phishing that best fit the Iranian banking sites. They find a list of 28 potential features and, with a feature selection method based on rough sets theory, remain with the six most influential features, which are then applied to a fuzzy expert system. They achieve an accuracy of 88 percent. The other articles in this category include Refs. [45, 63, 64], who use a combination of data mining and machine learning methods to detect phishing fraud.

4.2.4 Triangulation fraud

It is an emerging fraud type on e-commerce platforms that occurs when a customer makes a genuine purchase on an e-commerce platform, but the seller (fake) fraudulently purchases the product from another merchant. First, the fraudster sets up operations as a third-party seller on the marketplace site, for example, eBay. The criminal then lists products for sale at unusually low prices. When a cardholder makes a purchase, the fraudster then turns around and buys the goods from a legitimate seller using stolen card information. The fraudster sets the shipping address to match that of the customer, and therefore the legitimate merchant ships the product to the buyer. The fraudster pocketed money from the original sale, while the legitimate merchant gets paid with a stolen payment card. Eventually, the buyer requests a chargeback to their card when they notice an unauthorized transaction, leaving the legitimate merchant defrauded and with legal ramifications. We only find two articles focusing on this category of fraud. The first article [65] presented an approach to classifying fraudulent online shops based on the similarity of their source code structure using machine learning techniques. The trained models achieve an accuracy of 97 percent in detecting fake e-commerce sites, and 61 percent of those predictions are identical to those made by human experts. What is more, these researchers develop an open-source fake-shop detection API and middleware that enable risk assessment of any website. The second article [66] presented an approach to classifying fraudulent online shops based on the similarity of their source code structure using machine learning techniques. The trained models achieve an accuracy of 97 percent in detecting fake e-commerce sites, and 61 percent of those predictions are identical to those made by human experts.

### Table 9 Methods used to detect e-commerce frauds through the years.

<table>
<thead>
<tr>
<th>Total</th>
<th>Algorithm</th>
<th>Article</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>Logistic regression</td>
<td>[45, 51, 61, 67–75]</td>
</tr>
<tr>
<td>17</td>
<td>Decision tree</td>
<td>[44–46, 61, 69, 70, 74, 76–84]</td>
</tr>
<tr>
<td>21</td>
<td>Random forest</td>
<td>[45, 63, 69, 81, 85–88]</td>
</tr>
<tr>
<td>10</td>
<td>Naive Bayes</td>
<td>[45, 60, 62, 77, 81–83, 89, 90]</td>
</tr>
<tr>
<td>13</td>
<td>SVM</td>
<td>[50, 51, 60, 68, 69, 74, 79, 82, 86, 91–94]</td>
</tr>
<tr>
<td>30</td>
<td>ANN</td>
<td>[44, 45, 48, 54, 59, 60, 68, 79, 86, 95–112]</td>
</tr>
<tr>
<td>3</td>
<td>K-nearest neighbor</td>
<td>[69, 76]</td>
</tr>
<tr>
<td>12</td>
<td>Boosting algorithm</td>
<td>[22, 53, 65, 85, 103, 113–119]</td>
</tr>
<tr>
<td>16</td>
<td>Others</td>
<td>[43, 62, 64, 66, 89, 120–127]</td>
</tr>
</tbody>
</table>
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experiments, comparing their proposed solution with current methods on a test data set containing 900 websites. They determine that the SLT method can more accurately detect fake websites by utilizing a richer set of fraud cues in combination with domain-specific knowledge.

4.2.5 Bot fraud

Fraudsters are constantly evolving their methods to outsmart fraud detection systems. Bots can be used by fraudsters to defraud e-commerce enterprises. For example, bots can be used to mimic the behavior of real users without being detected. These, in effect, could dupe e-commerce enterprises into misleading investments to the detriment of consumers or investors. Bots could also be used by fraudsters to steal customer data, such as bank and payment details, which could in turn facilitate other types of fraud. We also find two articles in this category in our literature review. Reference [65] uses an extended boosting approach that incorporates prior human knowledge, inform of expert rules and blacklists to compensate for data shortages. The method is tested against a mobile application with over 150 million users and achieves an accuracy score of 98 percent and a recall of 94 percent. The researchers surface key behavior patterns of bots that include less spatial motion as detected by device sensors (1/10 of human users), a higher IP clustering ratio (60 percent in bots vs. 15 percent in human users), a higher jailbroken device rate (92 percent in bots vs. 4 percent in human users), more irregular device names, and fewer IP address changes in bots. The final article in the category[66] looks at this issue of cloud bots and how they can be used to perform click fraud, register fake accounts, and commit other types of fraud. The researchers proposed a traffic-based quasi-real-time method for cloud bot detection using machine learning that exploits a new sample partitioning approach as well as innovative multi-layer features that reveal the essential difference between bots and human traffic. Their approach achieves 93 percent precision in the experimental setting but also performs equally well in a real-world data setting and proves robust for detecting unknown cloud bots as well as addressing the concept of drift caused by varying time.

4.3 RQ3: What are the commonly used machine learning and data mining techniques for fraud detection on digital marketplaces or e-commerce platforms, and what does good performance of these techniques look like?

This is the most important question for our review, and we use the previous questions to set the scene for it. In this context, we focus on machine learning and data mining applications for tackling fraud detection in the e-commerce domain. This implies that we do not look at other methods like statistical inference techniques, ontologies, or even bespoke algorithms that could be relevant in the domain. One more thing to note is that we only focus on detection methods. In Table 9, we summarize the distribution of these methods across our corpus.

There are many algorithms applied in these articles, and therefore we only consider those that are used in more than two articles. In Table 9, we show the evolution and frequency of use of the algorithms from the corpus over the years, and a visual summary of the same is shown in Fig. 11. In Table 10, we show the types of fraud in our domain and the number of articles covering them. The family of artificial neural networks is the most frequently applied machine learning category in e-commerce fraud detection, featured in more than a third of the articles. It is used frequently in articles focusing on credit card, web application, and phishing frauds. While we present this set of algorithms under a broad category, the results show a variety of specific algorithms, such as deep recurrent

<table>
<thead>
<tr>
<th>Table 10</th>
<th>Summary of fraud type and article representation from the corpus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>Fraud type</td>
</tr>
<tr>
<td>17</td>
<td>Web application</td>
</tr>
<tr>
<td>6</td>
<td>Spam/Phishing</td>
</tr>
<tr>
<td>4</td>
<td>Triangulation</td>
</tr>
<tr>
<td>2</td>
<td>Bot</td>
</tr>
</tbody>
</table>
neural networks, graph neural networks, multilayer perceptron networks, and LSTM. The results also show that the use of ANNs gained more traction in e-commerce fraud detection around 2019.

The second largest category of algorithms is the Random Forests algorithm, which features in about 21 articles in our literature corpus. Many articles conduct performance tests in experimental settings where, for each data set, several algorithms are jointly tested. In these cases, the authors report the Random Forest and the ANNs as the best performers[44, 60, 133]. Decision trees and logistic regression are some of the other notable algorithms.

Our search strategy exposes a couple of data mining strategies for e-commerce fraud detection in addition to common machine learning methods. The algorithms discussed in these strategies do not appear to be clustered, so we collectively refer to them as the “other” category. There are roughly 16 articles in this category, and they primarily cover three types of fraud: web application fraud, credit card fraud, and phishing. One such article focuses on an application in an emerging fraud area, triangulation fraud, as seen in Ref. [64]. These researchers apply SLT to build a prototype for fake site detection, which they test on about nine hundred sites.

4.4 RQ4: What are the research gaps, trends, and opportunities for future research in this area?

In this question, we show research gaps to inform future research directions. We synthesize all the articles in the final corpus to understand how the articles apply machine learning and data mining techniques for e-commerce fraud detection and to surface gaps in their usage. We cover bespoke gaps in the following subsections.

4.4.1 Class asymmetry

The issue of imbalanced classes between fraudulent and legitimate transactions is rife in fraud data[141]. It occurs when there is an asymmetric distribution between classes in the data. In the machine learning domain, most algorithms do not perform well on imbalanced data, as the minority class contributes less to the learning objective[172].

In training an imbalanced data set with a standard classification method, the minority class contributes less towards the minimization of the objective function[173], leading to lower classification accuracy for the minority class and poor performance of the classifier as a whole. For example, a binary classifier that achieves 99 percent training accuracy on imbalanced data with 1 percent minority samples would be irrelevant for predictions on out-of-sample data. In this case, the classifier is only accurate at predicting the majority, while its performance on the minority class is poor (often, all the instances of the minority class are misclassified as instances of the majority class). This is a costly decision because, in most practical applications, classifying the minority instances correctly is more important[173]. Therefore, it is of paramount importance to improve a classifier’s ability to recognize the minority class in these settings.

Researchers have developed a variety of techniques to address this problem for all types of data. Techniques such as SMOTE[174] variants are easy to apply and frequently improve classifier performance significantly in both categorical and numeric data sets. In our literature corpus, we observe a mix of situations in which imbalanced learning techniques are applied to improve classifier performance; however, there are some articles that do not use them. What is more, accuracy—a highly misleading metric on imbalanced data—is used for performance evaluation in these articles. While we acknowledge that some of the machine learning algorithms could inherently be applying a rebalancing mechanism during training (algorithmic vs. data-level strategy for class balancing), we observe that only about 10 percent of all articles using machine learning for fraud detection explicitly talk about their class imbalance resolution strategies. Future work should factor in appropriate imbalanced learning techniques in their fraud detection designs whenever machine learning approaches are applied.

4.4.2 Training data

One criticism of machine learning and data mining for fraud detection is the lack of good practical data to use for training algorithms[23]. Real fraud data often carry sensitive information about consumers, and as such, companies are constrained by data protection laws from sharing such data. Additionally, it is counterintuitive to openly share data and fraud detection strategies, as fraudsters can use that information to escape detection systems. These challenges make it hard to advance fraud detection research in general. We observe minimal use of real-world fraud data in our corpus, and in those few cases, the actual details of features used for training the detection algorithms are hardly mentioned. Some of the
articles using real-world data include Ref. [44], which uses a real dataset from one of Egypt’s top e-payment gateways, and Ref. [71], which tests their fraud detection system with real-world data from European banks’ day-to-day transaction data. The implication of the lack of real-world data is that the majority of the research articles in this domain are experimental and likely will not result in real-world fraud detection systems. Future work could look for sandbox environments that can allow fraud researchers to work with real-world fraud data to advance the field.

We also observe a general overreliance on transaction data for training machine learning models. While these data still achieve good performance, there is likely a missed opportunity in training machine learning models on multimodal data such as images and text beyond the usual numeric and categorical features mined from transaction histories. The last decade has seen significant advances in Natural Language Processing (NLP) and computer vision techniques that can do well in creating multiple learning contexts to build detection systems that are robust to the high level of dynamism observed in various fraud domains. A few articles in our corpus incorporate text-based methods[47, 95, 104, 106] in their detection models, but there are no articles looking at multi-modal approaches incorporating image data into training. This is a future research opportunity area for this domain.

### 4.4.3 Detection algorithms

The use of ANNs to create fraud detection systems in the e-commerce fraud domain is a clear trend in our data. More than 30 percent of all articles use ANNs as their primary learning technique. ANNs use data and information processing techniques inspired by biological neural network behavior, and they are powerful when used on big data[154]. This explains their popularity in credit card fraud detection, where they can be trained using massive amounts of high-velocity transaction data. This trend is reflected in our data set, in which nearly 60 percent of all articles using ANNs are geared towards credit card fraud detection. Despite being widely used and achieving good discriminatory performance, these techniques lack interpretability, making it difficult for researchers and practitioners to comprehend the signals that lead to fraud. As a result, their use necessitates a conscious decision to optimize performance as opposed to deciphering the underlying indicators associated with fraudulent instances. Future research and applications can put their lack of interpretability into design considerations. We also observe that the random forest is highly featured in our data. It achieves high performance and is interpretable. It is possible to tease out the importance of features’ contributions towards the minimization of the objective function. As such, researchers and practitioners can glean from features highly associated with fraudulent instances. In summary, ANNs and the Random Forest algorithm provide a healthy trade-off between performance and interpretability.

### 5 Discussion

The objective of the systematic review was to find the state-of-the-art literature on machine learning and data mining techniques for fraud detection in the e-commerce domain. We narrowed down our search to these methods because we believe they will be more effective than heuristics and rule-based approaches at thwarting different sorts of fraud in this domain. Additionally, they are simple to monitor for drift, quick to use in production, and extremely flexible in a highly dynamic fraud environment where fraudsters are constantly coming up with new and creative ways to beat bespoke fraud detection systems. To find and examine the most pertinent papers for this fraud topic, we use a combination of the PRISMA SLR technique and content analysis as part of our methodology. We choose to focus on e-commerce fraud detection with machine learning and data mining techniques because it has not been covered in previous literature reviews and, moreover, because our methodology has not been applied before in this context. As a result, compared to studies that covered more expansive domains, such as Refs. [13, 175], we surface more relevant articles. Our work spends less energy and time analyzing various fraud domains and types than the majority of fraud reviews we have encountered so far in the literature. Our attention is concentrated on the most significant fraud classes within the e-commerce fraud area that can be effectively addressed by the use of machine learning and data mining techniques. Our findings differ from those of similar research in that they show an increase in the use of artificial neural network approaches. In one such study[13], Naïve Bayes is found to be the most commonly used machine learning algorithm, while another finds the random forest and logistic regression as the most frequently used algorithms for fraud detection systems.
Among the list of common frauds identified by the literature for e-commerce platforms, credit card fraud is the most researched based on machine learning and data mining techniques. There are a few factors that we think explain this phenomenon. First, credit card payments are most preferred for online payments and have become ubiquitous for use on e-commerce sites,[166] generating enormous amounts of high-velocity transaction data; second, with such large volumes of data, heuristics and basic rule-based methods are challenged; and third, access to artificial intelligence and machine learning tools has improved significantly in recent years due to advances in cloud computing technology and reduced compute costs. High detection rates and lower false-positive rates achieved by these methods also make them preferable for building these detection systems.

Notably, there is one common e-commerce fraud type that is not surfaced in detail by any of the articles in our corpus. Reseller fraud, a deceptive practice in which a seller purchases products from a company or retailer with the intent of reselling them at inflated prices, is a missed opportunity that can be addressed by subsequent work. It takes advantage of limited supply, high demand, or exclusive products to manipulate the market and profit from the price difference. We believe this could have been a common occurrence across some product domains during the COVID-19 pandemic when supply chain disruptions and limited manufacturing were rampant.

The final point worth highlighting for our discussion is the emerging fraud types within this domain. Triangulation and bot fraud are new to the e-commerce domain and have tremendous potential for huge losses to consumers and merchants alike because of their ability to scale quickly. For example, triangulation fraudsters can have the ability to gain access to the entire transacting base of a real e-commerce customer if undetected for a sufficiently long time. On the other hand, bots can work relentlessly, and their actions can achieve high multiplier effects; therefore, they can cause huge damages within short periods of time. In our literature corpus, we only find two articles representing each of these fraud types. Given their pervasiveness, more research should be generated on these subdomains.

Information asymmetry makes it possible for fraudsters to create fake sites and stay undetected for a long time, especially for market players without robust detection systems. This is where perpetrators of triangulation fraud step in to create fake e-commerce sites that are identical to existing real ones like Amazon and eBay, which they then use to commit fraudulent purchases using stolen payment and personal consumer information like residence addresses. Many forms of fake and deceptive websites have appeared in the recent past, including spoof and concocted sites. Spoof sites are replicas of real commercial sites intended to deceive the real site’s customers into providing their information, while concocted sites are deceptive websites attempting to appear as unique, legitimate commercial entities[64]. Solutions such as, introducing regulations, providing warranties or guarantees on items sold, providing insurance, and making bottom-up efforts to inform consumers of products and sellers’ quality and reputation could fix the information asymmetry problem and reduce the impact of these types of fraud on consumers and businesses.

Machine learning and data mining techniques have proven effective in detecting various types of current e-commerce fraud by leveraging pattern recognition, anomaly detection, and predictive modeling. However, they are not a panacea, particularly for emerging types of fraud. While mature types of fraud, such as account takeover fraud, phishing, social engineering, review and rating manipulation, and inventory and price manipulation, can be effectively detected using machine learning models, emerging types like bot fraud and triangulation fraud present challenges.

There are several factors contributing to the difficulty in addressing emerging fraud types. First, the quality and representativeness of training data are often lacking, as data logging and quality assurance systems may lag behind emerging fraud activity. Second, developing effective features specific to these fraud types requires time and specialized skills. Third, while transparent models like decision trees can provide explanations for fraud detection decisions, they may not perform well in emerging fraud types, necessitating the use of more complex models like deep learning algorithms. Fourth, emerging fraud types may actively try to manipulate machine learning models through adversarial attacks, posing additional challenges. Lastly, the effectiveness of machine learning models in detecting fraud degrades over time, necessitating regular updates, retraining, and evaluation.

To build a future e-commerce fraud detection system
using machine learning techniques, these factors must be considered during design, implementation, and maintenance to ensure ongoing effectiveness. Vigilance, collaboration, and adaptation are essential in this dynamic field. By addressing these factors, fraud detection systems can achieve higher accuracy, faster response times, and improved resilience against evolving fraud tactics.

It is important to note that the future state of e-commerce fraud detection is a dynamic environment, driven by ongoing research, technological innovation, and evolving fraud tactics. Regular updates, collaboration between data scientists and fraud prevention teams, and continuous evaluation and refinement of models are crucial to stay at the forefront of fraud detection capabilities in the e-commerce domain.

Finally, while this research aims to provide a comprehensive overview of the current state of knowledge in the domain, there are limitations to be acknowledged. Language and accessibility barriers exist, as the review is conducted in English and non-English articles are excluded, potentially omitting important work. Additionally, access limitations to subscription-based journals may have resulted in incomplete coverage of available publications in the domain.

6 Conclusion

In this article, we employed a combined PRISMA and content synthesis approach to identify and analyze relevant articles focusing on fraud detection in the e-commerce domain using machine learning and data mining techniques. Our survey encompassed a total of 101 articles, with 16 of them classified as “other” due to being unclustered data mining techniques, while the remaining articles fell under the mainstream machine learning cluster.

To structure our analysis, we formulated four research questions, with the first two providing context for our main question. Among the machine learning algorithms utilized, ANNs emerged as the most frequently employed, closely followed by random forest. Notably, the majority of articles centered around the detection of credit card fraud, showcasing its prevalence in the field. However, we found a dearth of detailed research addressing reseller fraud, also known as product flipping or scalping, within our corpus, highlighting a potential avenue for future investigation given its significance in the e-commerce domain and potential impact on the economy and households. Further exploration of various techniques, including machine learning, to combat reseller fraud could be a fruitful area for future work.

Our review also shed light on emerging fraud types in e-commerce, namely triangulation and bot fraud, which have received limited attention in the realm of machine learning and data mining techniques. This observation underscores the need for further research to address these novel fraud types effectively.

Furthermore, our analysis revealed a growing demand for the application of imbalanced learning techniques to enhance future fraud detection systems. This indicates an opportunity for the concerted use of such techniques to tackle the challenge posed by imbalanced datasets in fraud detection.

The findings of our work have practical implications for practitioners in the e-commerce industry. They can replicate the approaches discussed in our corpus and implement them to proactively identify and eliminate malicious actors from their platforms, thereby reducing losses and safeguarding their brand reputations. Additionally, our survey contributes to the existing body of knowledge and literature on fraud detection in the e-commerce domain, providing valuable insights for future research endeavors.

Overall, our study serves as a comprehensive survey that informs both practitioners and researchers, facilitating the advancement of fraud detection techniques in the e-commerce domain.
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