Spatiotemporal analysis of the relationship between socioeconomic factors and stroke in the Portuguese mainland population under 65 years old
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Abstract

Stroke risk has been shown to display varying patterns of geographic distribution amongst countries but also between regions of the same country. Traditionally a disease of older persons, a global 25% increase in incidence instead was noticed between 1990 and 2010 in persons aged 20–64 years, particularly in low- and medium-income countries. Understanding spatial disparities in the association between socioeconomic factors and stroke is critical to target public health initiatives aiming to mitigate or prevent this disease, including in younger persons. We aimed to identify socioeconomic determinants of geographic disparities of stroke risk in people 65 years old, in municipalities of mainland Portugal, and the spatiotemporal variation of the association between these determinants and stroke risk during two study periods (1992-1996 and 2002-2006). Poisson and negative binomial global regression models were used to explore determinants of disease risk. Geographically weighted regression (GWR) represents a distinctive approach, allowing estimation of local regression coefficients. Models for both study periods were identified. Significant variables included education attainment, work hours per week and unemployment. Local Poisson GWR models achieved the best fit and evidenced spatially varying regression coefficients. Spatiotemporal inequalities were observed in significant variables, with dissimilarities between men and women. This study contributes to a better understanding of the relationship between stroke and socioeconomic factors in the population <65 years of age, one age group seldom analysed separately. It can thus help to improve the targeting of public health initiatives, even more in a context of economic crisis.

Introduction

Global impact of stroke

Stroke is, globally, a public health problem of great magnitude, both in morbidity as well as in mortality. Comprising a range of Cerebrovascular Diseases from I60-I69 in the International Classification of Diseases and Related Health Problems, 10th revision (ICD-10, 2015), it ranked in 2010 as the second most common cause of death, as well as the third most frequent cause of disability-adjusted life-years (DALYs) worldwide (Krishnamurthi et al., 2013), occurring more frequently in middle-age adults or older (WHO, 2014). In 2010, 16.9 million people suffered a first-time episode and 5.9 million stroke-related deaths were registered for this disease that was also responsible for 102 million DALYs lost and 33 million survivors. Moreover, a statistically significant increase was noticed in these indicators between 1990 and 2010 (Krishnamurthi et al., 2013).

Stroke risk, defined as the probability of suffering a stroke (in terms of morbidity) or dying from one (mortality) has been shown to display varying patterns of geographic distribution, not only amongst countries but also between regions of the same country (Cox et al., 2006; Addo et al., 2012; Krishnamurthi et al., 2013).

Stroke in the Portuguese context

Within the Portuguese context, cardiovascular diseases are currently the main cause of death, and within these, stroke was responsible for almost twice the number of deaths in 2012 (13,020) than ischemic heart disease (6605 deaths). In the same year, stroke also presented a higher standardized rate, with 61.4 deaths per 100,000 persons against 33.9 deaths per 100,000 persons due to ischemic heart disease. Furthermore, although there has been tendency for decrease in mortality caused by both diseases, stroke has experienced a lower decrease than ischemic heart disease, having decreased 19.1% between 2008 and 2012 (from 75.9 deaths per 100,000 persons in 2008), when compared with a 19.67% decrease in ischemic heart disease in the same period (from 42.2 deaths per 100,000 persons in 2008). Additionally, the proportion between stroke and ischemic heart disease is the inverse of what happens in most European countries,
even the Mediterranean countries, and the reasons for this phenomenon are still not clear. Also, and more relevant for this investigation, there is clear evidence of inequalities in the spatial distribution of stroke amongst Portuguese regions (DGS, 2014b). In fact, in 2012, despite the overall national value presented above, standardized rate values amongst Portuguese regions of the Nomenclature of Territorial Units for Statistics (NUTS), level 2 (Eurostat, 2014) ranged between 53 deaths per 100,000 in the Algarve and 66.7 in the North (INE, 2012), and the reasons underlying these variations are not currently known (DGS, 2014b). Consequently, there is interest in identifying the determinants of these geographic disparities both in death and disease risk, with the aim of guiding prevention and mitigation efforts, focused not only on the elderly segments of the population, but also in younger persons. Regarding this issue, an incidence study, focused on patients of Pedro Hispano Hospital (located in Matosinhos, northern Portugal), concluded that stroke was an important pathology amongst young adults, accounting for 6% of all patients admitted with this diagnosis (Cardoso et al., 2003).

Regarding Portuguese public policy, the importance of these issues and the need to address them are, in our view, comprised in the objectives of the Portuguese National Program for Cerebrovascular Diseases. Therefore, amongst its main objectives, this programme aims to improve the epidemiological and statistical knowledge on the determinants of cardiovascular pathologies, to improve the organization and rational supply of diagnostic and therapeutic care (with a special focus on cerebrovascular disease and ischemic heart disease) and to promote the evaluation of technologies in this domain (DGS, 2014a).

**Determinants of stroke**

Stroke is a multifactorial disease and its determinants can be discussed at the individual and ecological level. At present, much is already known about the individual determinants of cardiovascular disease in general, as well as those of stroke in particular, both modifiable or not (Sacco et al., 1997). Amongst the non-modifiable, age, gender and genetic-related factors rank as relevant contributors. Hypertension is regarded as the most critical amongst modifiable determinants, closely followed by smoking, atrial fibrillation and physical inactivity (Brainin and Heiss, 2014). However, in a broad public health perspective, these individual determinants are generally the final link of a chain of events (Labarthe, 2011). Consequently, there is a need to focus on the cause of the causes (Marmot and Wilkinson, 2005), in other words to investigate and act on the beginning of a chain that can be long and complex. Regarding cardiovascular disease in general (and applicable also to stroke), this chain is commonly initiated by a mixture of unfavourable environmental and social situations that act as a trigger for patterns of harmful behaviour in the population. These behaviour, particularly unbalanced diets and physical inactivity will lead, in turn, to the development of individual risk factors like hypertension, obesity and others (Labarthe, 2011). The mixture of unfavourable environmental and social situations can be referred collectively as the person’s socioeconomic status (SES) and comprises a different breed of determinants (Cox et al., 2006), which includes education (Avendaño et al., 2004; Lambert et al., 2013; Wu et al., 2013), professional occupation (Mendes, 1988; Franks et al., 1991; Hayashi et al., 1996; Kunst et al., 1998; Cesana et al., 2001) and also income and material ownership (Engström et al., 2001; Li et al., 2008). In a more strict sense, environmental determinants include exposure to air pollution and distance to hospital units (Busking et al., 2011; Labarthe, 2011). Links between SES and stroke have thus been identified, but the precise measure of the pathways through which SES affects stroke is still controversial (Cox et al., 2006; Addo et al., 2012). Consequently, understanding the causal associations between SES and stroke can lead to better targeting and assessment of interventions by public health personnel and policy makers. The relationship between SES and stroke risk is indeed complex, and one of the aspects of this complexity is that it varies geographically, within and between populations worldwide (Addo et al., 2012). In 2010, the incidence (in cases per 100,000 person-years) per country varied broadly amongst countries and their income settings (e.g. 60 cases in Kuwait and 504 in Lithuania). When considering the absolute number of new cases, in the 16.9 million cases that occurred worldwide, the majority (69%) took place in low- and medium-income countries. Also, between 1990 and 2010, there was a global and significant 25% increase in the incidence occurring in persons aged 20 to 64 years, and low- and medium-income countries were responsible for a great part of this increase. However, mortality presents a more complex scenario, since standardized rates now show a significant global decrease of 25% in both high and low income countries. Inversely, the absolute number of deaths increased on the same period by 26% (Krishnamurthi et al., 2013).

**Spatial variability of associations between stroke and its determinants**

Since geographic differences in associations between SES determinants and stroke can be perceived, regression models used to measure these associations need to account for the fact that regression coefficients might vary similarly in space. Local modelling approaches allow investigators to estimate the relationships between determinants and disease risk with more accuracy, since they estimate regression coefficients for each location in the study area. Amongst these local approaches, Geographically weighted regression (GWR) modelling techniques calculate local regression coefficients, thus allowing the estimates of the associations between disease and explanatory variables to vary spatially and providing a more flexible modelling strategy than global methods (Weisent et al., 2012). In this sense, GWR is a local spatial statistical technique suited to the analysis of spatial nonstationarity, on its turn defined as when the measurement of relationships among variables differs from location to location (Fotheringham, 2002). Since it estimates regression coefficients for each location in the study area, maps generated from these data play an important role in exploring and interpreting spatial nonstationarity (Mennis, 2006). With this in mind, several studies have already implemented this method, aiming to improve our understanding of the determinants of geographic disparities of Health (St-Hilaire et al., 2010; Cheng et al., 2011; Helbich et al., 2012; Weisent et al., 2012). There is some controversy surrounding GWR, with some authors stating that this technique is more suitable for exploratory analysis. However, others defend the flexibility of this model type to investigate spatially varying relationships (Helbich et al., 2012), which is one of the main objectives of this research.

The objectives pursued in this study were: i) to identify the socioeconomic determinants of geographic disparities of stroke risk at the municipality level, in mainland Portugal; ii) to investigate whether regression coefficients for the associations between socioeconomic factors and stroke risk demonstrate spatial variability; iii) to compare the performance of several regression methods in modelling these associations, namely negative binomial and global as well as local Poisson models; and iv) to assess the spatiotemporal variation of the associations between determinants and stroke risk.
Materials and Methods

Study area, socioeconomic variables and data sources

This study was implemented in the Portuguese continental territory, encompassing 275 municipalities in 1991 and 278 in 2001 bearing a total population of approximately 8.1 million in 1991 (INE, 1991a) and 9.9 million in 2001 (INE, 2001a). The municipalities are the Local Administrative Units, level 2 according to the European Commission, and can also be regarded as statistical geographic units (formerly level 5 of the NUTS system; Eurostat, 2014). The municipalities are relatively heterogeneous in terms of population, ranging in 2001 from 1924 inhabitants in Barrancos to 564,657 in Lisbon.

The choice of the municipality as statistical unit was made after counting the number of stroke deaths for the two time periods in the study population. In fact, given the two populations under study (persons of each gender <65 years old), the use of a higher-scale unit, such as the parish, would aggregate much fewer occurrences with a very high number of parishes registering no stroke deaths, even over the course of several years. An excessive number of units with zero occurrences can imply that the probability distribution would not be a Poisson one, but instead a mixture of distributions (Barceló et al., 2008). Since most methods used in this study are based on the Poisson probability distribution or similar, such as Negative Binomial (although being able to accommodate overdispersion up to a certain limit) this could be a problem. On the other hand, the choice of a lower-scale unit, e.g. NUTS level 3, would allow higher aggregated values but lower the spatial resolution and therefore the number of statistical units substantially in the analysis, since mainland Portugal is divided in 28 of these units against 278 municipalities. Thus, this lower granularity would render some of the statistical models used here (such as GWR) less interesting and lower the statistical power, assuming a common rule of thumb stating that for the central limit theorem to apply, a sample size of 30 would be satisfactory in most practical situations (Daniel, 2009).

Variables representing socioeconomic determinants were included in four categories, the first three being Occupation, Education and Income, as suggested by Cox et al. (2006). Labarthe (2011) also stresses the importance of Environmental determinants, both in a broad sense, such as distance to nearest hospital but also in a more strict sense, such as exposure to atmospheric pollution due to area of residence. We therefore assumed them as factors that can contribute to increase the degree of social disadvantage of an area following the general idea that the neighbourhood where you live is a risk factor for stroke (Balamurugan et al., 2013). Regarding the link between stroke mortality with air pollution, Hu et al. (2008) concluded, in a study focused in the State of Florida, USA, that a high risk of stroke mortality was found in areas with low income and high air pollution levels and low levels of exposure to green space.

The choice of variables for the period 1991 and 2001 to include in the four categories was based on the available literature, but also conditioned by the availability of the related data from official sources. Thus, the first category encompassed several occupation-related issues available in census data, including broader issues transversal to any occupation such as the percentage of men or women working more than 45 hours a week in the total working municipal population. This information was obtained from the Portuguese National Statistics Institute (INE) (1991a, 2001a). Working overtime can contribute to the onset of hypertension, thus increasing stroke risk (Hayashi et al., 1996). The lack of occupation, namely the percentage of unemployed men or women in the municipal population, obtained from INE (1991a, 2001a), was also included. The relationship between unemployment and stroke has been signalled in works such as Franks (1991), who reported high and significant correlations with stroke risk, particularly regarding male unemployment. Sposato et al. (2012), in a study focusing on early ischemic stroke, also reports an association between unemployment and a higher risk of adjusted in-hospital mortality.

Occupation in a more strict sense was included, namely the percentage of manual plus agricultural workers in the total working population (no gender separation), obtained from INE (1991a, 2001a). Kunst et al. (1998) reported that in all countries, including Portugal, manual workers had higher stroke mortality rates than non-manual ones. Additionally, farmers and farm labourers in Portugal had much higher stroke death rates than the rest of the population. Cesana et al. (2001) reported, with respect to myocardial infarction, an increasing rate of case-fatality for decreasing levels of socio-occupational class in a relatively young population (35-64 years old male residents). An education variable, obtained from INE (1991a, 2001a) was included, namely the percentage of men or women in the municipal population having attained basic school. Avendaño et al. (2004), report that educational differences in stroke mortality were observed across Europe during the 1990s. Cox et al. (2006) point out educational attainment as one of the most commonly used forms of measure SES in the context of stroke studies.

Regarding income, in some countries such as USA, variables such as the median household income or the percentage of population in poverty are currently available at the county (municipal) level through official sources such as the Area Resource File (HRSA, 2015), and have been used in studies focused on stroke such as that by Schieb et al. (2013). In Portugal, however, this is not available at the municipal level, not even as part of the census information. Thus, in our view, the closest available surrogates to income at the municipal level were variables related to purchasing power. Following this rationale, we included the index of municipal per capita purchasing power (INE, 1993a, 2000a) and the municipal share (percentage) of purchasing power of each municipality in the data obtained from INE (1993b, 2000b). These are more complex indicators than others used in this investigation, although other complex indicators have been used to measure SES at the area level, such as the deprivation indexes of Carstairs or Townsend (Cox et al., 2006). The municipal average household rental value (available only for 2001), obtained from INE (2001a), was also included, based on the hypothesis that municipalities with higher average household rental values can be regarded as more affluent ones.

Regarding the environmental determinants, the distance in minutes from the municipal town hall to the nearest hospital was included. Travel distances by road were calculated based on the 2011 road network and were thus evaluated only within the 2002-2006 mortality models. In USA, nearly half of all stroke deaths in 1999 occurred before transportation or by the time of arrival at the emergency department (Labarthe, 2011), a fact that reinforces the need for rapid assistance to stroke occurrences. The number of municipal-based health infrastructures (available only for 2001), obtained from INE (2001a), was also included on an experimental basis, in the sense that the greater availability of health assets represents an increased protective factor. In fact, even if this variable includes all health infrastructures in the municipality, in most municipalities these structures were (at the time periods this study refers to) mainly National Health Service health centres and related facilities (extensions) aimed at covering the municipal territory. Thus, these represent a protective factor in the sense of continuously providing services that improve the residents’ health, since these services are mainly focused on essential care, prevention or healing (Portuguese Ministry of Health, 2015).
The percentage of persons, living in predominantly rural areas (men or women) within the municipality, was included as an environmental variable, as we hypothesized that residents in these areas are less exposed to urban atmospheric pollution. Calculations were based on 2008 data, namely predominantly rural areas within municipalities, obtained from the Portuguese Institute for Support to Small and Medium-Sized Companies and Innovation (IAPMEI, 2008) and population estimates from INE (2008), and this variable was therefore tested within the 2002-2006 mortality models only. Variables were discriminated by gender whenever this information was available. This is a relevant issue, since it is known that the epidemiology of human stroke is sexually dimorphic (Lang and McCullough, 2008). A recent review, focused on discussing the various pathologic mechanisms of ischemic stroke that may differ according to gender, also concludes that gender does in fact have an important role in ischemic stroke, a relevant fact since 85% of these events are of the ischemic type (Gibson, 2013).

The mortality data covered two five-year periods, the first from January 1, 1992 to December 31, 1996 and the second between January 1, 2002 and December 31, 2006. Amongst persons less than 65 years old, a total of 9601 deaths were recorded in the first 5-year period and 5,852 deaths in the second. Mortality data was used both directly as death counts, and also for the calculation of mortality rates, as detailed under the following subheading. Stroke mortality data for the two periods was kindly provided by INE. Population denominator data at the municipality level for each period, and standard population data for standardized rates, were also obtained from INE (1994, 2001a, 2004). These time periods were chosen primarily in order to understand the evolution of the relationship between socioeconomic factors and stroke between two consecutive and relatively recent decades, and also bearing in mind that the first period registers much more mortality in persons <65 years old (almost the double) than the second. These periods were also devised in order to assess the relationship between socioeconomic data from the 1991 and 2001 census and the aggregated mortality in ensuing years, not spanning more than half a decade from each census year, as suggested in works by Thrift et al. (2006) and Schieb et al. (2013). A third period would have been useful, but the necessary data were not available, since mortality data were available only up to 2012 following the 2011 census and the situation at the time of data gathering. Finally, the cartographic boundary files of municipalities were obtained from INE (1991b, 2001b).

Calculation of stroke risk, mapping and initial spatial analysis

Stroke death risk was first used to assess the frequency and spatial distribution of this disease among municipalities. This stroke death risk was computed as the number of stroke deaths in men or women <65 years of age, as performed for men and women separately) reported per municipality during each 5-year study period, divided by the estimates of corresponding municipality population (men or women) <65 years of age in the mid-period of the years 1994 and 2004, respectively. Due to potential confounding of varying age structures between municipalities, the stroke death risk was age-standardized (Siegel, 2012) using the Portuguese mainland population in 2001 as standard population. This procedure ensured that differences in the geographic distribution of stroke risk were not affected by geographic differences in the distribution of age in the population. The calculated age-standardized stroke death risk for each 5-year study period was then presented as the number of stroke deaths per 100,000 population.

Choropleth maps (Pfeiffer et al., 2008) were produced for socioeconomic variables and age-standardized stroke death risk to allow visual assessment of the comparative spatial distribution of these variables. All maps were produced using ArcMap (ESRI, 2014) based on Jenks’s optimization classification method (Jenks, 1967) to determine suitable intervals for the spatial display of variables. Stroke death risk and socioeconomic variables of interest were then assessed for spatial clustering at the municipality level using Global and Local Moran’s I (Lloyd, 2010) in GeoDa (GeoDa Center, 2014), allowing a first exploratory analysis of the presence of spatial autocorrelation. Pearson’s linear correlation coefficients were computed to identify highly correlated pairs of explanatory variables. Several criteria where defined to guide this phase of model-building. The first was to retain in the model, as much as possible, only those variables with a correlation coefficient inferior to 0.6 among them (Weisent et al., 2012). Beyond this threshold, only one of a pair of highly correlated variables (i.e., with r≥0.6) was retained for further investigation, thus reducing the number of independent variables to include in the subsequent modelling process. Second, each model should retain, correlation permitting, at least one variable representing each category. Based on these two criteria, a subset of socioeconomic variables was filtered from the initial dataset containing all variables, for both male and female models, before regression analysis.

Univariate Poisson regression analysis

Socioeconomic status variables were investigated for potential association with stroke death risk. From the total set of these variables, only those remaining after multicollinearity assessment, as discussed in the previous step, were evaluated at this phase and beyond. The dependent variable specified in the univariate Poisson regression model was the number of stroke deaths reported in each municipality in men or women <65 years of age in each study period. An offset was specified, corresponding to the estimation of the municipality population of men or women <65 years of age in 1994 or 2004, for the 1992-1996 and 2002-2006 periods, respectively. When dealing with disease count data, particularly for diseases with a reduced number of cases, the Poisson model can be a suitable regression model. Other disease analysis studies dealing with small areas have applied the Poisson model to describe a disease distribution (Cheng et al., 2011). Thus, univariate (simple) ordinary Poisson regression models were then fitted to the data using the generalized linear model (Dobson, 2002) function using the R statistical software (R project, 2014d). The assessment of dispersion detected significant overdispersion (R project, 2014b) in the univariate Poisson regression models, implying that these were inappropriate for the data. Consequently, negative binomial regression models were used for all subsequent non-spatial multivariate regression modelling and final comparisons with the other model approaches tested in this study.

Multivariate negative binomial models

As in univariate regression analysis, the dependent variable specified in the multivariate negative binomial regression models was the count of stroke deaths reported for each municipality in men or women for each period and the offset variable was the 1994 or 2004 estimations of municipality populations of men or women less than 65 years old. Thus, the regression equation for the negative binomial model can be seen on eq. 1.

\[ \ln(\lambda) = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \ldots + \beta_k X_k \]  

\[ \text{eq. 1} \]

where \( \lambda \) is \( E(Y) \) with \( Y \) as the dependent variable, \( \beta \) parameter estimates (regression coefficients), while the \( X \)s pertain to the vector of K socio-economic variables under investigation (Weisent et al., 2012).
The appropriate number of variables to be included in negative binomial regression models was previously selected, by applying McHenry’s All Possible Variables selection method (McHenry, 1978) in the NCSS software (NCSS, 2014) to the set of non-collinear independent variables available for each study period. Besides this method, empirical experiments were also performed with several different models, to obtain further information on model parsimony.

An appropriate R function (R project, 2014e) was then used to determine all possible models bearing parsimonious combinations of variables as signalled in the previous step, from the pool of previously defined non-collinear independent variables sets. Negative binomial multiple regression model building was then performed in R (R project, 2014c). All possible parsimonious combinations of variables were tested, and the best models were chosen primarily on the basis of the best (lowest) Akaike’s Information Criterion (AIC) (R project, 2014a), and secondly on the statistical significance (at least \( P<0.05 \)) of the variable regression coefficients.

Global and local Poisson geographically weighted regression

Global models estimate one coefficient per explanatory variable, averaged over all locations, while local GWR models estimate a set of coefficients for each location, i.e. for each municipality in this study. Eq. 2 contains the equation for the local GWR model.

\[
Y_i(\mu) = \beta_0(\mu) + \beta_1(\mu) X_{1i} + \beta_2(\mu) X_{2i} + \ldots + \beta_k(\mu) X_{ki} \quad \text{eq. 2}
\]

The \( \beta_i(\mu) \) denote regression coefficients for the relationship between an explanatory variable and the dependent variable around a location \( \mu \) and are therefore unique to that location, while the \( X \)s are the independent variables included in the model (Fotheringham, 2002). The local GWR model allows the investigator to calculate a specific regression coefficient for each location, when the relationship between the dependent and independent variable is evaluated. Therefore, by assuming a causal relationship, the investigator is able to evaluate how the impact of a specific risk factor on the outcome changes by location. Using the Poisson distribution within the GWR structure is presently the most suitable strategy for analysing areal disease counts available, particularly when low numbers are involved (Weisent et al., 2012). Just as in the negative binomial models, the dependent variable specified in the model was the number of stroke deaths reported in each municipality in men or women <65 years of age in each study period, and the offset was the estimation of the population of men or women <65 years of age resident in the municipality in 1994 or 2004. Both models were fitted using the spatial statistical software GWR, developed solely for the purposes of this type of analysis (GeoDa Center, 2014). For the local Poisson GWR, an adaptive kernel method was selected, to account for differences in the density and diversity of municipalities across mainland Portugal. Dealing with irregularly shaped municipalities is particularly important, as shapes, sizes and density vary widely between metropolitan and rural areas. The kernel varies the size of the analysis window, allowing the same number of municipalities to be incorporated in each local estimate, with a zero weight value applied to all municipalities outside the analysis window in each local regression analysis. For each model, a manual iterative approach based on the AIC was used to identify the number of nearest neighbours (municipalities) to be used as the optimal model bandwidth. To analyse the spatial variability in the association between stroke risk and independent variables, the estimated regression coefficients from the local GWR were displayed as choropleth maps.

Several criteria were defined for producing the GWR coefficient maps, essentially based on the works of Weisent et al. (2012) and Munix (2009). Thus, the initial classification for each map was obtained using the Jenk’s classification scheme, in which classes are defined according to apparently natural groupings of data values. These breaks can also be enforced using break points that are known to be relevant to a particular application (Longley et al., 2005). Thus, an important requirement in this study was that each coefficient map should be able to clearly illustrate the spatial distribution of negative versus positive coefficients. To achieve this effect, the basic Jenks scheme was modified to include a zero breakpoint in the scale. Also, blue was used...
as base colour for coefficients with a negative signal, in order to illustrate a positive relationship (in the broad sense that the socioeconomic factor is protective in a municipality) and, inversely, positive signal coefficients are painted using red as base colour. Finally, assessment of goodness-of-fit of the negative binomial, global and local Poisson GWR models was done using the AIC.

**Results**

**Spatial distribution of stroke risk and socioeconomic factors**

Age adjusted municipal stroke risk estimates presented a great degree of variation, in both men and women, with a general tendency for decrease between the periods of 1992-1996 and 2002-2006, and also for consistently lower values in women. Hence, in 1992-1996, risk values in men ranged from 0 (2 municipalities) to 558 deaths per 100,000 population, with a median of 160 and a standard deviation of 70. In 2002-2006, risk values in men ranged already from 0 (7 municipalities) to 353, with a median of 93 and a standard deviation of 53. Stroke risk in women presented proportionally lower values, ranging in 1992-1996 from 0 (7 municipalities) to 255 deaths per 100,000 population, with a median of 91 and a standard deviation of 43. However, in 2002-2006, the values ranged from 0 (29 municipalities) to 283 deaths per 100,000 population, with a median of 52 and a standard deviation of 41, thus presenting a different picture, with the upper value of risk increasing and less change in variation between the two periods.

Regarding spatial distribution, stroke risk mapping shows evidence of geographic inequalities in risk across the study area, between gender and time period. In 1992-1996, the map of stroke risk in men indicates that municipalities with higher stroke risk seemed to shift away from the coast, with more aggregation of high values in municipalities of north-eastern Portugal, whereas the remaining mainland had mostly lower values, again with some increase towards the East and away from the sea (Figure 1A). As for the spatial distribution of stroke risk in women, the pattern of geographic disparities is slightly distinct, with higher values occurring mostly in municipalities across the northern half of the territory with some high values in the South, again occurring mostly in inland municipalities (Figure 1B).

However, ten years later, the pattern seemed almost reversed between men and women. Thus, the 2002-2006 map of stroke risk in men shows that municipalities with higher stroke risk seemed to shift away from the coast towards the North and Centre, whereas in the South (mainly in municipalities within the upper Alentejo area), they presented a different pattern that resembled a belt from the sea to the southern-east border of the country (Figure 2A). As for the spatial distribution of stroke risk in women, the pattern of geographic disparities was much smoother, with the highest values in municipalities located almost in a line from centre- north to mid-southeast continental Portugal (Figure 2B). Summary statistics of socioeconomic factors also evidenced important disparities among municipalities, periods and gender (Table 1). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3). For instance, in more than 50% of the municipalities, a great part of the population (70-88%) had manual labour professions (Table 3).

**Socioeconomic determinants of geographic distribution of stroke risk**

After the elimination of multicollinear variables in the previous step, the remaining socioeconomic factors were investigated for univariate associations with stroke risk, and most had highly significant (P<0.001) risk associations (Table 2). However, significant overdispersion was detected, making ordinary Poisson models inappropriate for dealing with associations between these datasets. Since negative binomial models fit the data better than the ordinary Poisson models (by accommodating overdispersion better), the analysis beyond this point proceeded with negative binomial-based models.

Based on McHenry’s All Possible Variables selection method (McHenry, 1978), and also on empirical experiments with several different models, a number of variables for the most parsimonious models were established. Specifically, the optimal final models for the 2002-2006 period should contain 5 explanatory variables each. As for the 1992-1996 period, the models should contain 2 or 3 variables. At this point, all possible combinations with the established number of variables were determined, departing from the pool of non-collinear variables previously determined for each model. All possible combinations for each model were then run within a negative binomial regression framework and the best male and female models chosen for each time-frame, based on the lowest AICs. Finally, variables whose coefficients did not attain the P<0.05 significance criterion were sequentially excluded and the models run again iteratively until all their remaining variables attained at least P<0.05 significance. From this point on, the four final models were used to compare the performance of the 3 modelling approaches (negative binomial, global Poisson GWR and local Poisson GWR) tested in this study.

Negative binomial models for the 2002-2006 period evidenced a tendency for stroke risk to be significantly lower in municipalities with higher proportions of men or women having attained basic school, a tendency already present for women in the 1992-1996 period (Table 3). In contrast, the stroke risk appeared to be significantly higher in municipalities with a higher unemployment rate for women in the 2002-2006 period. As for the 1992-1996 period, the stroke risk seemed to be significantly higher in municipalities with a higher percentage of men working more than 45 hours a week (Table 3).

An evaluation of Pearson’s standardized residuals from negative binomial models evidenced the presence of positive spatial autocorrelation in the residuals of all models (Moran’s I: 0.13, P=0.002 in the male 2002-2006 model; 0.07, P=0.03 in the female 2002-2006 model; 0.14, P=0.01 in the female 1992-1996 model; and 0.09, P=0.01 in the male 1992-1996 model). This implies that, even if the negative binomial model performed better than the ordinary Poisson model in this situation, it still contained residual spatial autocorrelation and thus did...
### Table 2. Results of univariate (simple) associations between stroke risk and selected variables.

<table>
<thead>
<tr>
<th>Category</th>
<th>Variable</th>
<th>Estimate (95% CI)</th>
<th>SE</th>
<th>P</th>
<th>AIC</th>
<th>Estimate (95% CI)</th>
<th>SE</th>
<th>P</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social status</td>
<td>Men working more than 45 hours a week (%)</td>
<td>0.0061 (0.0032, 0.0090)</td>
<td>0.0015</td>
<td>0.0001</td>
<td>1.792</td>
<td>0.0122 (0.0076, 0.0167)</td>
<td>0.0023</td>
<td>0.0001</td>
<td>1.421</td>
</tr>
<tr>
<td></td>
<td>Women working more than 45 hours a week (%)</td>
<td>-0.0066 (-0.0030, 0.0019)</td>
<td>0.0012</td>
<td>0.0040</td>
<td>1.597</td>
<td>-0.0014 (-0.0047, 0.0019)</td>
<td>0.0017</td>
<td>0.0000</td>
<td>1.260</td>
</tr>
<tr>
<td></td>
<td>Men having attained basic school (%)</td>
<td>-0.0053 (-0.0085, -0.0021)</td>
<td>0.0004</td>
<td>0.0000</td>
<td>1.686</td>
<td>-0.0052 (-0.0075, -0.0029)</td>
<td>0.0006</td>
<td>0.0000</td>
<td>1.233</td>
</tr>
<tr>
<td></td>
<td>Women attained basic school (%)</td>
<td>-0.0051 (-0.0085, -0.0017)</td>
<td>0.0004</td>
<td>0.0000</td>
<td>1.686</td>
<td>-0.0052 (-0.0075, -0.0029)</td>
<td>0.0006</td>
<td>0.0000</td>
<td>1.233</td>
</tr>
<tr>
<td></td>
<td>Municipal purchasing power (%)</td>
<td>-0.0030 (-0.0041, -0.0019)</td>
<td>0.0006</td>
<td>0.0000</td>
<td>1.658</td>
<td>-0.0032 (-0.0053, -0.0012)</td>
<td>0.0008</td>
<td>0.0000</td>
<td>1.253</td>
</tr>
<tr>
<td></td>
<td>Distance to nearest hospital (min)</td>
<td>-0.0059 (-0.0036, -0.0082)</td>
<td>0.0012</td>
<td>0.0001</td>
<td>1.573</td>
<td>-0.0071 (0.0039, 0.0103)</td>
<td>0.0016</td>
<td>0.0001</td>
<td>1.242</td>
</tr>
<tr>
<td></td>
<td>Men working more than 45 hours a week (%)</td>
<td>-0.0030 (-0.0041, -0.0019)</td>
<td>0.0006</td>
<td>0.0000</td>
<td>1.658</td>
<td>-0.0032 (-0.0053, -0.0012)</td>
<td>0.0008</td>
<td>0.0000</td>
<td>1.253</td>
</tr>
<tr>
<td></td>
<td>Women working more than 45 hours a week (%)</td>
<td>-0.0030 (-0.0041, -0.0019)</td>
<td>0.0006</td>
<td>0.0000</td>
<td>1.658</td>
<td>-0.0032 (-0.0053, -0.0012)</td>
<td>0.0008</td>
<td>0.0000</td>
<td>1.253</td>
</tr>
<tr>
<td></td>
<td>Men having attained basic school (%)</td>
<td>-0.0053 (-0.0085, -0.0021)</td>
<td>0.0004</td>
<td>0.0000</td>
<td>1.686</td>
<td>-0.0052 (-0.0075, -0.0029)</td>
<td>0.0006</td>
<td>0.0000</td>
<td>1.233</td>
</tr>
<tr>
<td></td>
<td>Women attained basic school (%)</td>
<td>-0.0051 (-0.0085, -0.0017)</td>
<td>0.0004</td>
<td>0.0000</td>
<td>1.686</td>
<td>-0.0052 (-0.0075, -0.0029)</td>
<td>0.0006</td>
<td>0.0000</td>
<td>1.233</td>
</tr>
<tr>
<td></td>
<td>Municipal purchasing power (%)</td>
<td>-0.0030 (-0.0041, -0.0019)</td>
<td>0.0006</td>
<td>0.0000</td>
<td>1.658</td>
<td>-0.0032 (-0.0053, -0.0012)</td>
<td>0.0008</td>
<td>0.0000</td>
<td>1.253</td>
</tr>
<tr>
<td></td>
<td>Distance to nearest hospital (min)</td>
<td>-0.0059 (-0.0036, -0.0082)</td>
<td>0.0012</td>
<td>0.0001</td>
<td>1.573</td>
<td>-0.0071 (0.0039, 0.0103)</td>
<td>0.0016</td>
<td>0.0001</td>
<td>1.242</td>
</tr>
</tbody>
</table>

SE, standard deviation.

### Table 3. Comparison of negative binomial, global and locally geographically weighted Poisson models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Variable</th>
<th>Negative binomial model Coefficient (P)</th>
<th>AIC</th>
<th>Global Poisson GWR model Coefficient (P)</th>
<th>AIC</th>
<th>Local Poisson GWR model Coefficient (P)</th>
<th>Min</th>
<th>Max</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002-2006 model (men)</td>
<td>Intercept</td>
<td>-5.7782 (0.0001)</td>
<td>1470</td>
<td>-5.9075 (0.0001)</td>
<td>520</td>
<td>-7.4228</td>
<td>-3.7536</td>
<td>431</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Men having attained basic school (%)</td>
<td>-0.0853 (0.0001)</td>
<td>1470</td>
<td>-0.0783 (0.0001)</td>
<td>520</td>
<td>-0.2616</td>
<td>0.0376</td>
<td>1435</td>
<td></td>
</tr>
<tr>
<td>2002-2006 model (women)</td>
<td>Intercept</td>
<td>-7.2131 (0.0001)</td>
<td>1215</td>
<td>-7.2182 (0.0001)</td>
<td>467</td>
<td>-7.2760</td>
<td>-6.5239</td>
<td>354</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Men working more than 45 hours a week (%)</td>
<td>-6.7290 (0.0001)</td>
<td>1657</td>
<td>-6.6724 (0.0001)</td>
<td>616</td>
<td>-7.4739</td>
<td>-5.6543</td>
<td>334</td>
<td></td>
</tr>
<tr>
<td>1992-1996 model (men)</td>
<td>Intercept</td>
<td>-6.6254 (0.0001)</td>
<td>1378</td>
<td>-6.6884 (0.0001)</td>
<td>397</td>
<td>-7.4714</td>
<td>-5.3142</td>
<td>322</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Women having attained basic school (%)</td>
<td>-0.0507 (0.0001)</td>
<td>1378</td>
<td>-0.0269 (0.0001)</td>
<td>397</td>
<td>-0.1324</td>
<td>0.0290</td>
<td>136</td>
<td></td>
</tr>
</tbody>
</table>

GWR, geographically weighted regression; AIC, Akaike's information criterion.
not eliminate the spatial autocorrelation totally in any model. Therefore, the presence of significant spatial autocorrelation in all model residuals requires the use of a more suitable spatial model.

Comparative evaluation of modelling approaches and spatial analysis of local coefficients

Using the AIC goodness-of-fit statistic for comparing and evaluating model performance, the model with the lowest AIC value had the best model fit. This criterion was used to compare the 3 modelling approaches tested upon the 4 final models. In all models, the local Poisson GWR model showed the best fit, followed by the global Poisson GWR model and lastly by the negative binomial model (Table 3). It is relevant to point out that all 4 local Poisson GWR models presented evidence of non-stationarity in the regression coefficients, with the sole exception of the unemployment rate in women for the 2002-2006 period. This is shown by the comparison between the inter-quartile ranges of the local regression coefficients, which were all larger than twice the standard errors of the regression coefficients of the global Poisson GWR model, except for the unemployment rate in women for the 2002-2006 period (Table 4). This indicates that regression coefficients for the majority of the variables included in the local GWR models were not constant but varied across the municipalities of the Portuguese mainland. This implies that the strength of the associations between stroke risk and each of the final explanatory variables varies depending on the spatial location, except for the unemployment rate in women for the 2002-2006 period. Assuming a causal relationship, this implies that the effects of determinants are not static throughout the study area but are, on the contrary, greatly dependent on geographical location. Figures 7-10 display the spatial patterns of local GWR municipal regression coefficients for the explanatory variables that showed evidence of
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**Figure 3. Municipal percentage of men (a) and women (b) working more than 45 hours a week, 1991.**
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**Figure 4. Municipal percentage of men (a) and women (b) having attained basic school, 1991.**
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**Figure 5. Municipal percentage of men (a) and women (b) working more than 45 hours a week, 2001.**
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**Figure 6. Municipal percentage of men (a) and women (b) having attained basic school, 2001.**
spatial non-stationarity in the final models. The statistical evidence for their non-stationarity can be observed in Table 4. In order to analyse the spatial drift of local GWR regression coefficients, and since each model only had one final highly significant and non-stationary variable, some of the variables that were discarded in the final refinement of negative binomial regression models (but had at least a 90% confidence level) were used as ancillary variables to provide spatial and temporal context. Age-standardized stroke mortality was also used for this purpose.

Thus, according to the local Poisson GWR model for men in the 1992-1996 period, stroke risk tended to be higher in municipalities that had relatively higher percentages of persons working more than 45 hours a week (33.4%). Those areas were mainly located in the more remote inland areas of the Northeast along a strip extending inland from the middle of the south-eastern border towards south and in a much smaller area by the sea (Figure 7). These areas also tended to have higher values for age-standardized mortality (153.73 deaths per 100,000 individuals) and lower unemployment rates (4.46%). On the other hand, areas with comparatively lower percentages of persons working more than 45 hours a week (28.54%) had the strongest negative association with stroke risk. These areas had, on average, lower age-standardized mortalities (150.06 deaths per 100,000 individuals), slightly higher unemployment rates (4.76%). The largest such area stretched along the coast between the north of Lisbon and the mid-Alentejo coast. Assuming a causal relationship, the risk seemed to decrease between some of the most remote areas in inner Portugal towards the sea were the largest cities are located, although some intermediate low-risk areas remain a challenge.

In the male model for the 2002-2006 period, the stroke risk had evolved to significant associations with basic school attendance, those associations being negative in most of the territory with the exception of a strip of land extending along a northwest-southeast axis between central Portugal near the sea and the south-eastern border, and also in an isolated municipality near the mid-eastern border. Interestingly, the areas with the most negative associations were in municipalities located along the middle and northern border with Spain. There was also an inland cluster in the Góis municipality, situated almost in the centre of the country (Figure 8). These municipalities are, on average, more distant from hospitals (44 minutes vs 27 in municipalities with positive associations). They also had a higher age-standardized mortality than

Table 4. Evaluation of local Poisson geographically weighted regression model coefficients stationarity.

<table>
<thead>
<tr>
<th>Model</th>
<th>Variable</th>
<th>Global Poisson GWR SE</th>
<th>2×SE</th>
<th>Local Poisson GWR IQR</th>
<th>Non-stationarity of regression coefficient IQR&gt;2SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women under 65 years old (2002-2006)</td>
<td>Women having attained basic school (%)</td>
<td>0.015</td>
<td>0.031</td>
<td>0.048</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>Unemployment rate, women (%)</td>
<td>0.007</td>
<td>0.014</td>
<td>0.003</td>
<td>No</td>
</tr>
<tr>
<td>Women under 65 years old (1992-1996)</td>
<td>Women having attained basic school (%)</td>
<td>0.004</td>
<td>0.009</td>
<td>0.058</td>
<td>Yes</td>
</tr>
<tr>
<td>Men under 65 years old (2002-2006)</td>
<td>Men having attained basic school (%)</td>
<td>0.01</td>
<td>0.021</td>
<td>0.073</td>
<td>Yes</td>
</tr>
<tr>
<td>Men under 65 years old (1992-1996)</td>
<td>Men working more than 45 hours a week (%)</td>
<td>0.002</td>
<td>0.003</td>
<td>0.013</td>
<td>Yes</td>
</tr>
</tbody>
</table>

GWR, geographically weighted regression; SE, standard error; 2SE, 2× standard error; IQR, interquartile range.
those with positive associations (111.93 deaths per 100,000 individuals versus 105.63, respectively).

Regarding the female model for 1992-1996, the associations between women having attained basic education and stroke risk were negative in most of the territory, but switched to positive in an area centred on the metropolitan area of Porto, the second most largest city in Portugal, and in a second much smaller nearby area in the municipality of Santa Marta de Penaguião. The Lisbon municipality and metropolitan area, on the other hand, were among the areas with the strongest negative associations, a clear pattern of divergence between the two main cities (Figure 9). Positive association municipalities had, on average, less women having attained basic schooling (10.54%) than those areas with the strongest negative associations (12.53%) and higher age-standardized mortality. However, areas with stronger negative associations presented a relatively higher average of women working more than 45 hours a week (21.45 vs 20.88%) and a higher unemployment rate (9.17 vs 7.71) when compared with the positive association areas.

Finally, in the female model for 2002-2006, associations between women having attained basic education and stroke risk were negative in all of Portugal’s mainland municipalities, while the most extreme negative values occurred in the Northeast away from the sea with values increasing towards the sea and the South (Figure 10). It is also interesting to signal that ancillary indicators seemed to worsen in the reverse order, since on average municipalities with highest negative associations are more distant to hospitals (33 vs 28 min), have a higher percentage of women working more than 45 hours a week (13.47 vs 10.96%), a higher unemployment rate (12.85 vs 12.48%) and also higher age-standardized mortality with 62.61 vs 59.05 deaths per 100,000 individuals.

Discussion

Health geography and spatial analysis in epidemiology are emerging areas of study in the Portuguese context, as noticed in studies focusing in the spatiotemporal clustering of the tuberculosis incidence (Nunes, 2007) and risk factors for this disease (Couceiro et al., 2011) in Portugal. More closely related works have focused on the effects of exposure to cold (due to poorly heated dwellings in winter) on persons with acute coronary syndromes, such as Vasconcelos et al. (2011). To our knowledge, and after bibliographic searches in scientific indexation engines, no studies in Portugal have used a local Poisson GWR approach to investigate the geographic variations of the association between stroke risk in the population <65 years old and socioeconomic factors, combined with a multitemporal analysis approach based on two distinct time periods, such as the one tested here. Following this lead, this study also aims to contribute in advancing knowledge on this subject, in the Portuguese context and internationally.

Local GWR models have existed for some time now, and can be a valuable tool to the explore complex relationships between health outcomes and socioeconomic risk factors, with some authors clearly stating the need to investigate the spatial variations in regression coefficients in order to ensure that suitable disease control programmes are used, regardless of the disease and geographical area under scrutiny (Weisent et al., 2012). This is especially true for a multifactorial disease as stroke, whose associations to socioeconomic factors have been mentioned in the literature for some time (Cox et al., 2006; Addo et al., 2012), albeit the precise measure of these associations remains fuzzy to this day.

A marked difference was observed between coefficients of global multivariate models and those of local models in this study. Indeed, global models offer a one-size-fits-all approach to the associations between socioeconomic factors and risk. For instance, global approaches signalized that municipalities with high percentages of persons having attained basic school tended to have a consistent lower stroke risk in models for men and women in the 2002-2006 period, and also for women in the 1992-1996 period. In addition, municipalities with high percentages of men working more than 45 hours a week in the 1992-1996 period tended consistently to have a higher stroke risk. Conversely, local Poisson GWR models unfolded a diverse range of regression coefficients for the associations between stroke risk and their potential socioeconomic determinants throughout the municipalities of mainland Portugal. This suggests that global models are less
accurate and reliable, since regression coefficients of determinants ranged from negative to positive throughout the study area. Thus, local models seem to present a better approach to assess the nature of the relationships between determinants and stroke risk, at least within the study area. These results convey the idea that the strength of association between stroke and its determinants changes by location and that this is something that needs to be taken into account when preventive measures are planned for this disease. Indeed, a socioeconomic factor may be more relevant as determinant of stroke in some municipalities (or group of municipalities) and less in others. Local Poisson GWR results successfully revealed the existence of spatial patterns in the spatially varying coefficients in this study, as already observed in other studies following this methodology for other diseases (St-Hilaire et al., 2010; Cheng et al., 2011; Helbich et al., 2012; Weisent et al., 2012). This pattern was also apparent in a very recent communication focusing on geographic disparities with respect to neighbourhood for heart attack and stroke in Tennessee, USA (Odoi and Busingye, 2014). For instance, in models for men and women in the 2002-2006 period, and also for women attaining basic school in the 1992-1996 period, there seemed to be a stronger lowering of the stroke risk in more remote municipalities, and this was especially noticed in the model for women in the 2002-2006 period. We hypothesize that the influence of having attained this level of education in lowering stroke risk is more relevant in these areas, which typically contain less and also older people, while the effect becomes diluted towards coastal areas, where the population is more numerous and where more persons have achieved higher educational levels. Assuming that the ancillary socioeconomic factors used for context contribute to worsen stroke risk, their spatial distribution also seems to strengthen this hypothesis, since the more remote areas are on average more distant from hospitals and have a relatively higher percentage of women working more than 45 hours a week, in addition to higher unemployment rates and age-standardized mortality.

Paradoxically, the use of a methodology including local Poisson GWR analysis also helps to confirm the general tendency of the final variables in lowering or increasing stroke mortality risk, conveyed by global models. Thus, even in the 1992-1996 model for men (the one with more coefficient heterogeneity), coefficients for the percentage of men working more than 45 hours a week were positive in the majority of Portuguese mainland municipalities (77%). This reinforces results of other studies focusing on the influence of this factor on stroke risk in working-age men (Hayashi et al., 1996). Also, in the remaining 3 models, the percentage of persons having attained basic school has a negative coefficient in most municipalities, more precisely 94% (in the 2002-2006 model for men), 87% (in the 1992-1996 model for women) and even 100% in the 2002-2006 model for women. This also reinforces the general idea that higher degrees of education lead to better health outcomes (Avedaño et al., 2004; Henriques et al., 2009; Wu et al., 2013).

Regarding the spatiotemporal variation of models, it is relevant to note that, although there is a shift in male models, not only in the significant factors at play, but also in their patterns of spatial distribution, some factors remain consistently significant. This is the case for both female models. Thus, assuming a causal relationship, the percentage of women having attained basic school remained a protective factor from one decade to another in most Portuguese mainland municipalities. Furthermore, some southern municipalities bear strong positive coefficients in the male models in both study periods, suggesting that those municipalities should be further investigated.

Some patterns remain, however, more difficult to explain, such as the isolated cluster of municipalities centred in the area of Porto in the 1992-1996 female model and the northwest-south-east group of municipalities in the male 2002-2006 model, all with positive coefficients for the association between stroke risk and persons having attained basic school. We hypothesise that there may be other factors at play in these areas, beyond those analysed in this study, that can eventually be strong enough to confound or obfuscate the general tendency for stroke risk to become lower as the percentage of population having attained basic school increases.

Several courses of action remain open to exploration in this study’s subject, some derived from limitations within this study, some more closely related to the Portuguese context. One issue pertains to the very nature of the GWR technique, which brings advantages but also risks. On one hand, local regression coefficients contain extensive information on the non-stationary processes under study, on the other its calibration is a complex process, in which, among others, the choice of bandwidth is an important and sensible issue. Effectively, smaller bandwidths fit the data more effectively, but can be less reliable due to the lack of degree of freedom in the local model fitting, while large bandwidths may lead to meaningful spatial variation in the coefficients being neglected when the true distribution of the coefficient is spatially varying, making bandwidth selection a trade-off process (Kemp, 2008). Thus, despite being, as Fotheringham (2002) pointed out, a tool for the analysis of spatially varying relationships, GWR is mostly an exploratory tool (Bivand, 2014); very much fit for hypothesis generation. In this sense, we believe that GWR was quite successful in unveiling the non-stationarity present in the spatial relationships investigated here, and, as expected, the spatial drift of its coefficients raised several hypotheses; then again, further testing (Matthews and Yang, 2012), for instance with Bayesian hierarchical models as used by Odoi and Busingye (2014), could be applied to better confirm and/or explain the patterns revealed by the analysis of the spatial coefficient drift.

Another issue is the lack of a systematic and direct measuring of poverty and income in Portugal (including their spatial distribution), which leads investigators to use surrogate variables, as was done here. We hypothesize that the use of more explicit variables for poverty and income would further strengthen these models, and that those variables could have a greater potential for significance. Some variables could gain with better temporal alignment with the reference periods for mortality. For instance, distance to nearest hospital in the 2002-2006 models was calculated over the 2011 road network, since it was not possible to obtain a more up-to-date road dataset, this was the only option available. Another limitation relates to the evolution of stroke mortality itself. Suffice to say that, since the absolute number of deaths due to stroke have generally diminished between these two periods, so have the numbers per municipality (in general), which brings a need for future model calibration in order to deal with the increasing effect of small numbers or even zero cases per territorial unit, particularly in the population <65 years old, the focus of this study.

Conclusions

The relationship between stroke and socioeconomic factors is very complex, and definitely not an easy one to assess. However, this study provides several contributions to a better understanding of the nature of this relationship arising from its focus in the critical segment of population <65 years of age, which is seldom analysed separately. By splitting the analysis into different dimensions, namely the geographical and temporal dimensions as well as segmentation by gender, this study provides a more diversified picture. Given the importance of the latter, the option of making separate analyses by gender has also provided
interesting insights. Although various official epidemiological and statistical texts on stroke do provide a number of separate statistics for men and women, we feel that more attention could be given to this matter in terms of official policy.

By going beyond the typical frame used in studies based on global regression models, we not only aim to contribute to a better understanding of the true nature of the relationship between stroke and socioeconomic determinants, but also to improve targeted public health initiatives, particularly those with a preventive focus. Our study is in line with promoting the evaluation of technologies in this domain, and since this work helps to improve the epidemiological and statistical knowledge on the determinants of cardiovascular pathologies, we feel that this study has contributed in an area relevant to the objectives of the Portuguese National Program for Cerebrovascular Diseases. Concerning the need to improve the organization and rational supply of diagnostic and therapeutic care, one issue to be considered is the territorial distribution of health assets and initiatives, in both prevention and mitigation of stroke, and our spatial analysis also provides a contribution to this point.

It will be most interesting not only to further improve this analysis by implementing some of the improvements previously suggested in the discussion, but also to extend this analysis to the coming timeframe of 2012-2016. Since this study analyses two timeframes that precede the present socioeconomic crisis, initiated in 2008, we believe that a spatiotemporal portrait including a period most affected by this crisis has the potential to further enhance the benefits of this analysis.
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